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• Exploit interference between tree diagrams b→c and b→u (Vub∝e-iγ ) in 
charged B→D(*)0K(*) or self-tagging neutral B0→D(*)0K*0 (K*0→K+π-) decays

• use final states accessible from both D(*)0 and D̅(*)0

• GLW: CP eigenstates (Cabibbo suppressed): many modes, small asymmetries

• ADS: doubly Cabibbo suppressed: smaller rates, larger asymmetries

• GGSZ: Cabibbo favored multibody decays: larger rates, asymmetry varying 
across the Dalitz plane

• hadronic parameters rB=|A(b→u)/A(b→c)| and δB=strong phase (CP conserving) 
between A(b→u) and A(b→c) determined experimentally

• largely unaffected by New Physics

• difficult because of small BFs (few events) and small rB (small interference)
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Time-integrated γ measurements from B→D(*)K(*): how?
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News since CKM2008

• Full Y(4S) data set exploited in many measurements (468M BB̅ pairs)

• Latest reprocessing of data using optimized algorithms: higher charged particle 
reconstruction and identification efficiency and purity

Measurement CKM 2008CKM 2008 CKM 2010CKM 2010 changesMeasurement
N(BB̅) pub. status N(BB̅) pub. status

changes

GGSZ D(*)0K(*) 383M PRD 78, 034023 
(2008) 468M arXiv:1005.1096

accepted by PRL
updated Dalitz model, 
added DK* (D→KsKK)

GLW D0K 382M PRD 77, 111102 
(2008) 467M arXiv:1007.0504

accepted by PRD
improved fit technique, 

added CL scan of γ

ADS D(*)0K 232M PRD 72, 032004 
(2005) 467M arXiv:1006.4241 

accepted by PRD
improved fit technique, 

better statistical analysis, 
CL scan of γ  

GLW+ADS D0K* 379M preliminary 379M PRD 80, 092001 
(2009)

added CL scan 
of γ

GLW D*0K 382M submitted to PRD 382M PRD 78, 092002 
(2008) no changes

ADS D0K*0 465M preliminary 465M PRD 80, 031102 
(2009) no changes

GGSZ D0K*0 371M preliminary 371M PRD 79, 072003 
(2009) no changes
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Experimental techniques
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B mesons identification

mES

2*2*
BbeamES pEm −=

ΔE

**
beamB EEE −=Δ

MC

K/π separation (Cherenkov angle)

Excellent
separation
between
1.5 and 4
GeV/c

LLWI 2005 Measurements of ! in BABAR G. Marchiori 3

Analysis techniques
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Time-dependent measurements (only B0/B0)

Coherent B0B0 production

Boost "! ! 0.55 allows #t measurement

K/$ separation (Cherenkov angle)
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B mesons identification Combinatorial e+e- ! qq bkg suppression

mES

2*2*

BbeamES pEm %=

#E

**

beamB EEE %=#

Event topological variables combined in 

Neural Network or Fisher discriminant

$+

data

MC
MC

GeV/c2

MeV

Tag side

Boost βγ ≈ 0.55 allows Δt measurement
Leptons and kaons tag flavor of other B

cepB /V M300~*

q

qe−

e+
γ (1--)

Jq=1/2  S-wave
e+ B

BΥ(4S) (1--)e−

JB=0  P-wave

Topology:

Angular 
distribution:

Multivariate analysis (NN, Fisher)

Continuum (qq̅) bkg suppressionExclusive reconstruction of B decay;
kinematic constraint from beam energies

K/π separation: Cherenkov angle + dE/dx Data control samples (B→D(*)π)

• nearly identical to the signal (except PID)

• abudant: BF 12 times higher than D(*)K

• rB~0.01: negligible CPV, useful x-check
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Gamma from B±!DK±

The D Dalitz approach*

A(B+) =

decay amplitude

A(B!) =

Relative weak phase

(gamma) changes sign

* A. Giri, Y. Grossman, A. Soffer, J. Zupan PRD 68, 054018 (2003);

  A. Bondar, unpublished.

b"u

b"u

b"c

b"c

• D→KSπ+π-, KSK+K-: reasonable BF (~10-5), good efficiency & purity (only π±/K±)

• Neglecting CPV and mixing in D system:

B-→D(*)K(*)-, GGSZ method: basics
Giri, Grossman, Soffer, Zupan – Phys. Rev. D68 (2003) 054018
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s± = m2(KSh±)
AD∓ =                             
decay amplitudes

D0/D̄0→K0
Sh+h−

A(B−) = |A(B−→D0K−)|×

AD+AD−

s-

s +

s-

s +

s-

s +

s-

s +

AD−=AD(s−, s+)AD+=AD(s+, s−)

A(B+) = |A(B+→D
0
K+)|×



x(*)±=rB(*) cos(δB(*)±γ)
y(*)±=rB(*) sin(δB(*)±γ)

rB(*)2=x(*)2+y(*)2

• Extract γ from fit to Dalitz-plot distribution of D daughters:

• D(*)K:

• DK*:

 

• 2-fold γ ambiguity: 

B-→D(*)K(*)-, GGSZ method: observables
Giri, Grossman, Soffer, Zupan – Phys. Rev. D68 (2003) 054018
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λ = +1 for B→D0K, D*0[D0π0]K
       -1 for B→D*0[D0γ]K

xs±=krS cos(δS±γ)
ys±=krS sin(δS±γ)
k2rS2=x(*)2+y(*)2

k<1 (0.9±0.1) because of 
interfering non-K* B→DKSπ bkg

(γ, δ(∗)B , δS) → (γ + π, δ(∗)B + π, δS + π)

Γ∓(s−, s+) ∝ |AD∓|2 + r(∗)2B |AD±|2 + 2λ{x(∗)
∓ Re[AD∓A∗

D± + y(∗)∓ Im[AD∓A∗
D±]}

Γ∓(s−, s+) ∝ |AD∓|2 + r2S |AD±|2 + 2{xs∓Re[AD∓A∗
D± + ys∓Im[AD∓A∗

D±]}



Measurement ingredients
• Selection optimized for S/sqrt(S+B) based on:

• K: particle identification        π0: invariant mass, CM momentum

• KS: invariant mass, angle between momentum and line of flight, flight length

• K*: invariant mass, helicity angle of decay products

• D: invariant mass, vertex fit probability         D*: D*-D mass difference

• B: vertex fit probability

• Yield fit: ML fit to {mES, ΔE, F}, F=linear combination (Fisher) of evt. shape vars:

• cos(θT*): angle between thrust axes of B and rest-of-event (ROE) (qq ̅ ~1, signal ~uniform)

• cos(θB*): polar angle of B in CM frame (qq ̅ ~1+cos2θB* , signal ~ sin2θB*)

•                                                     (L2/L0: qq ̅ ~1, ~0.5 for signal)

• CP fit: ML fit to {mES, ΔE, shape vars, s-, s+} to determine x,y based on 
observed D Dalitz plot distribution:

• yields and shape parameters fixed (obtained from previous step)

• true D0→KSh+h- decay amplitude from flavor tagged D0 from D*+→D0π+

• fake D0→KSh+h- distribution from data/MC bkg control samples 7

L0=
ROE�

i

p∗i , L2=
ROE�

i

p∗i (cos θ
∗
i )
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Yield and shape parameter extraction
arXiv:1005.1096, accepted by Phys. Rev. Lett. (August 2010)

• Signal and background yields in selected sample determined from ML fit 
(use B→D(*)0π and B→D0a1 as control samples):

• Yields increased by ~50% wrt to previous BaBar measurement: +22% more 
data and 20-40% relative increase in selection efficiency

• reprocessed data with improved track reconstruction

• improved particle identification

• Revised KS selection => negligible background from D→ππhh and B→Da1 8
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Evidence for direct CP violation in the measurement of the CKM angle γ with
B∓

→ D(∗)K(∗)∓ decays
The BABAR Collaboration

The following includes supplementary material for the Electronic Physics Auxiliary Publication Service.
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FIG. 1: (color online). The mES (first column), ∆E (second column), and F (third column) distributions for (a)-(c) B∓ →
DK∓, (d)-(f) B∓ → D∗[Dπ0]K∓, (g)-(i) B∓ → D∗[Dγ]K∓, and (j)-(l) B∓ → DK∗∓ decays, with D → K0

Sπ+π−. The
distributions are for events in the signal region defined through the requirements mES > 5.272 GeV/c2, |∆E| < 30 MeV, and
F > −0.1, except the one on the plotted variable, after all the selection criteria are applied. The curves superimposed represent
the projections of the CP fit: signal plus background (solid black lines), the continuum plus BB background contributions
(dotted red lines), and the sum of the continuum, BB, and K/π misidentification background components (dashed blue lines).
The reconstruction efficiencies (purities) in the signal region, based on simulation studies, are 22% (68%), 10% (81%), 12%
(55%), and 12% (58%), respectively.

Yields
arXiv:1005.1096, accepted by Phys. Rev. Lett. (August 2010)
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NBB ̅ = 468x106

268 D0→KSKK events

1

Evidence for direct CP violation in the measurement of the CKM angle γ with
B∓

→ D(∗)K(∗)∓ decays
The BABAR Collaboration

The following includes supplementary material for the Electronic Physics Auxiliary Publication Service.
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FIG. 1: (color online). The mES (first column), ∆E (second column), and F (third column) distributions for (a)-(c) B∓ →
DK∓, (d)-(f) B∓ → D∗[Dπ0]K∓, (g)-(i) B∓ → D∗[Dγ]K∓, and (j)-(l) B∓ → DK∗∓ decays, with D → K0

Sπ+π−. The
distributions are for events in the signal region defined through the requirements mES > 5.272 GeV/c2, |∆E| < 30 MeV, and
F > −0.1, except the one on the plotted variable, after all the selection criteria are applied. The curves superimposed represent
the projections of the CP fit: signal plus background (solid black lines), the continuum plus BB background contributions
(dotted red lines), and the sum of the continuum, BB, and K/π misidentification background components (dashed blue lines).
The reconstruction efficiencies (purities) in the signal region, based on simulation studies, are 22% (68%), 10% (81%), 12%
(55%), and 12% (58%), respectively.
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FIG. 2: (color online). Same as in Fig. 1 but for (a)-(c) B∓ → DK∓, (d)-(f) B∓ → D∗[Dπ0]K∓, (g)-(i) B∓ → D∗[Dγ]K∓,
and (j)-(l) B∓ → DK∗∓ decays, with D → K0

SK+K−. The reconstruction efficiencies (purities) in the signal region, based on
simulation studies, are in this case 20% (82%), 9% (87%), 12% (78%), and 11% (81%), respectively.
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FIG. 2: (color online). Same as in Fig. 1 but for (a)-(c) B∓ → DK∓, (d)-(f) B∓ → D∗[Dπ0]K∓, (g)-(i) B∓ → D∗[Dγ]K∓,
and (j)-(l) B∓ → DK∗∓ decays, with D → K0

SK+K−. The reconstruction efficiencies (purities) in the signal region, based on
simulation studies, are in this case 20% (82%), 9% (87%), 12% (78%), and 11% (81%), respectively.
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D→KSh+h- decay amplitude analysis
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• Extract D decay amplitude from independent analysis of flavor-tagged D0 
mesons (D*+→D0π+)

• Nominal model determined without D-mixing (⇒ syst. uncertainties)

• Fit for amplitudes relative to KSρ(770) and KSa0(980), assume no direct CPV
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FIG. 2: DP distributions for (a) D0 → K0
Sπ+π− and (b) D0 → K0

SK+K− data after all selection criteria, in the signal region.
The gray scale indicates the number of events per bin. The solid lines show the kinematic limits of the D0 decay. The s0 DP
variable is defined as s0 = m2(h+h−). For D0 decays the variables s− and s+ are interchanged.
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FIG. 3: DP projections for (a,b,c) D0 → K0
Sπ+π− and (d,e,f) D0 → K0

SK+K− data after all selection criteria, in the signal
region (points). The histograms represent the mixing fit projections. For D0 decays the variables s− and s+ are interchanged.

TABLE III: Summary of the contributions to the experimental systematic uncertainty on the mixing parameters.

Source x/10−3 y/10−3

Analysis biases and fitting procedure (Monte Carlo statistics) 0.75 0.66
Selection criteria 0.47 0.57
Signal and background yields 0.11 0.07
Efficiency variations across the DP 0.37 0.18
Modeling of the DP distributions for misreconstructed D0 decays 0.33 0.14
Modeling of the proper-time distributions for signal and misreconstructed D0 decays 0.13 0.13
Modeling of the proper-time error distributions for signal and misreconstructed D0 decays 0.06 0.09
Misidentification of the D0 flavor for signal and random π+

s events 0.49 0.40
Mixing in the random π+

s background component 0.10 0.08
PDF normalization 0.11 0.05
Misalignment of the detector 0.28 0.83
Total experimental systematic uncertainty 1.18 1.30

D→KSh+h- decay amplitude isobar model
arXiv:1004.5053, accepted by Phys. Rev. Lett. (2010)
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Wave Parameterization

ππ S-wave K-matrix

KSπ S-wave K-matrix (LASS)

ππ P-wave BW: ω(782), G.S. ρ(770)

KSπ P-wave BW: CA and DCS K*(892), 
CA K*(1680)

ππ D-wave BW f2(1270)0

KSπ D-wave BW: CA and DCS K2*(1430)

KKS S-wave BW: CA and DCS a0(980),
 CA a0(1450)

KK S-wave Flatte a0(980), BW a0(1450), f0(1370)

KK P-wave BW ϕ(1020)

KK D-wave BW f2(1270)0

Good fit quality taking into account statistical, experimental and model 
uncertanties 

D
→

K
0 S
K

+
K

−
D

→
K

0 S
π
+
π
−

χ2(stat only)/dof = 1.2

χ2(stat only)/dof = 1.3
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FIG. 1: (color online). Contours at 39.3% (dark) and 86.5% (light) 2-dimensional CL in the (a) z∓, (b) z
∗
∓, and (c) zs∓ planes,

corresponding to one- and two-standard deviation regions (statistical only), for B− (solid lines) and B+ (dotted lines) decays.

changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
(∗)
∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP

 (deg)"
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FIG. 2: (color online). 1 − CL as a function of γ for
B∓ → DK∓, B∓ → D∗K∓, and B∓ → DK∗∓ decays sep-
arately, and their combination, including statistical and sys-
tematic uncertainties. The dashed (upper) and dotted (lower)
horizontal lines correspond to the one- and two-standard de-
viation intervals, respectively.

TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]
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FIG. 3: (color online). The DP distributions for (a)(b) B∓ → DK∓, (c)(d) B∓ → D∗[Dπ0]K∓, (e)(f) B∓ → D∗[Dγ]K∓,
and (g)(h) B∓ → DK∗∓ decays, with D → K0

Sπ+π− (left panel) and D → K0
SK+K− (right panel). The distributions are

for events in the signal region defined through the requirements mES > 5.272 GeV/c2, |∆E| < 30 MeV, and F > −0.1, after
all the selection criteria are applied, and are shown separately for B− (first and third columns) and B+ (second and last
column) decays. For B− and B+ decays the variables s− and s+ are interchanged. The contours (solid red lines) represent the
kinematical limits of the D decay.

B-→D(*)K(*)- GGSZ results: x,y, direct CPV
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FIG. 3: (color online). The DP distributions for (a)(b) B∓ → DK∓, (c)(d) B∓ → D∗[Dπ0]K∓, (e)(f) B∓ → D∗[Dγ]K∓,
and (g)(h) B∓ → DK∗∓ decays, with D → K0

Sπ+π− (left panel) and D → K0
SK+K− (right panel). The distributions are

for events in the signal region defined through the requirements mES > 5.272 GeV/c2, |∆E| < 30 MeV, and F > −0.1, after
all the selection criteria are applied, and are shown separately for B− (first and third columns) and B+ (second and last
column) decays. For B− and B+ decays the variables s− and s+ are interchanged. The contours (solid red lines) represent the
kinematical limits of the D decay.
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FIG. 1: (color online). Contours at 39.3% (dark) and 86.5% (light) 2-dimensional CL in the (a) z∓, (b) z
∗
∓, and (c) zs∓ planes,

corresponding to one- and two-standard deviation regions (statistical only), for B− (solid lines) and B+ (dotted lines) decays.

changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
(∗)
∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP
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FIG. 2: (color online). 1 − CL as a function of γ for
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TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]
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FIG. 3: (color online). The DP distributions for (a)(b) B∓ → DK∓, (c)(d) B∓ → D∗[Dπ0]K∓, (e)(f) B∓ → D∗[Dγ]K∓,
and (g)(h) B∓ → DK∗∓ decays, with D → K0

Sπ+π− (left panel) and D → K0
SK+K− (right panel). The distributions are

for events in the signal region defined through the requirements mES > 5.272 GeV/c2, |∆E| < 30 MeV, and F > −0.1, after
all the selection criteria are applied, and are shown separately for B− (first and third columns) and B+ (second and last
column) decays. For B− and B+ decays the variables s− and s+ are interchanged. The contours (solid red lines) represent the
kinematical limits of the D decay.
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FIG. 3: (color online). The DP distributions for (a)(b) B∓ → DK∓, (c)(d) B∓ → D∗[Dπ0]K∓, (e)(f) B∓ → D∗[Dγ]K∓,
and (g)(h) B∓ → DK∗∓ decays, with D → K0

Sπ+π− (left panel) and D → K0
SK+K− (right panel). The distributions are

for events in the signal region defined through the requirements mES > 5.272 GeV/c2, |∆E| < 30 MeV, and F > −0.1, after
all the selection criteria are applied, and are shown separately for B− (first and third columns) and B+ (second and last
column) decays. For B− and B+ decays the variables s− and s+ are interchanged. The contours (solid red lines) represent the
kinematical limits of the D decay.
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changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
(∗)
∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP
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FIG. 2: (color online). 1 − CL as a function of γ for
B∓ → DK∓, B∓ → D∗K∓, and B∓ → DK∗∓ decays sep-
arately, and their combination, including statistical and sys-
tematic uncertainties. The dashed (upper) and dotted (lower)
horizontal lines correspond to the one- and two-standard de-
viation intervals, respectively.

TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]
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FIG. 3: (color online). The DP distributions for (a)(b) B∓ → DK∓, (c)(d) B∓ → D∗[Dπ0]K∓, (e)(f) B∓ → D∗[Dγ]K∓,
and (g)(h) B∓ → DK∗∓ decays, with D → K0

Sπ+π− (left panel) and D → K0
SK+K− (right panel). The distributions are

for events in the signal region defined through the requirements mES > 5.272 GeV/c2, |∆E| < 30 MeV, and F > −0.1, after
all the selection criteria are applied, and are shown separately for B− (first and third columns) and B+ (second and last
column) decays. For B− and B+ decays the variables s− and s+ are interchanged. The contours (solid red lines) represent the
kinematical limits of the D decay.
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FIG. 3: (color online). The DP distributions for (a)(b) B∓ → DK∓, (c)(d) B∓ → D∗[Dπ0]K∓, (e)(f) B∓ → D∗[Dγ]K∓,
and (g)(h) B∓ → DK∗∓ decays, with D → K0

Sπ+π− (left panel) and D → K0
SK+K− (right panel). The distributions are

for events in the signal region defined through the requirements mES > 5.272 GeV/c2, |∆E| < 30 MeV, and F > −0.1, after
all the selection criteria are applied, and are shown separately for B− (first and third columns) and B+ (second and last
column) decays. For B− and B+ decays the variables s− and s+ are interchanged. The contours (solid red lines) represent the
kinematical limits of the D decay.
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lines) decays, from the CP fit to the signal samples performed separately for (a)-(c) D → K0

Sπ+π− and (d)-(f) D → K0
SK+K−

decays. The results from the two subsets are statistically consistent.
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changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
(∗)
∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP
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FIG. 2: (color online). 1 − CL as a function of γ for
B∓ → DK∓, B∓ → D∗K∓, and B∓ → DK∗∓ decays sep-
arately, and their combination, including statistical and sys-
tematic uncertainties. The dashed (upper) and dotted (lower)
horizontal lines correspond to the one- and two-standard de-
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TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]

B-→D(*)K(*)- GGSZ results: γ, r, δ
arXiv:1005.1096, accepted by Phys. Rev. Lett. (August 2010)

13

• Use a frequentist method to obtain the common weak phase γ and the 3 (rB, 
δB) from the 3 (x±,y±) sets (12 observables)

stat   syst model

γ(mod180◦) = (68± 14± 4± 3)◦

rB(DK) = 0.096± 0.029

r∗B(D
∗K) = 0.133+0.042

−0.039

krS(DK∗) = 0.149+0.066
−0.062

δB(DK) = (119+19
−20)

◦

δ∗B(D
∗K) = (−82± 21)◦

δS(DK∗) = (111± 32)◦

(mod 180◦)

our previous result: (76 ± 22 ± 5 ± 5)°

• Still statistically limited (small rB ~0.1). Consistent with Belle

NBB ̅ = 468x106
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decays. The results from the two subsets are statistically consistent.
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changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
(∗)
∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP
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FIG. 2: (color online). 1 − CL as a function of γ for
B∓ → DK∓, B∓ → D∗K∓, and B∓ → DK∗∓ decays sep-
arately, and their combination, including statistical and sys-
tematic uncertainties. The dashed (upper) and dotted (lower)
horizontal lines correspond to the one- and two-standard de-
viation intervals, respectively.

TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]

B-→D(*)K(*)- GGSZ results: γ, r, δ
arXiv:1005.1096, accepted by Phys. Rev. Lett. (August 2010)

13

• Use a frequentist method to obtain the common weak phase γ and the 3 (rB, 
δB) from the 3 (x±,y±) sets (12 observables)

stat   syst model

γ(mod180◦) = (68± 14± 4± 3)◦

rB(DK) = 0.096± 0.029

r∗B(D
∗K) = 0.133+0.042

−0.039

krS(DK∗) = 0.149+0.066
−0.062

δB(DK) = (119+19
−20)

◦

δ∗B(D
∗K) = (−82± 21)◦

δS(DK∗) = (111± 32)◦

(mod 180◦)

our previous result: (76 ± 22 ± 5 ± 5)°

• Still statistically limited (small rB ~0.1). Consistent with Belle
• Smaller stat. error: more data, improved reconstruction, slightly higher rB (σγ ≈ 1/rB)

NBB ̅ = 468x106
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Sπ+π− and (d)-(f) D → K0
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decays. The results from the two subsets are statistically consistent.

6

+!
x-0.2 0 0.2

+!y

-0.2

0

0.2
a)

+!
x*

-0.2 0 0.2

+!y*

-0.2

0

0.2
b)

+!sx-0.2 0 0.2
+! sy

-0.2

0

0.2
c)

FIG. 1: (color online). Contours at 39.3% (dark) and 86.5% (light) 2-dimensional CL in the (a) z∓, (b) z
∗
∓, and (c) zs∓ planes,

corresponding to one- and two-standard deviation regions (statistical only), for B− (solid lines) and B+ (dotted lines) decays.

changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
(∗)
∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP
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FIG. 2: (color online). 1 − CL as a function of γ for
B∓ → DK∓, B∓ → D∗K∓, and B∓ → DK∗∓ decays sep-
arately, and their combination, including statistical and sys-
tematic uncertainties. The dashed (upper) and dotted (lower)
horizontal lines correspond to the one- and two-standard de-
viation intervals, respectively.

TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]

B-→D(*)K(*)- GGSZ results: γ, r, δ
arXiv:1005.1096, accepted by Phys. Rev. Lett. (August 2010)

13

• Use a frequentist method to obtain the common weak phase γ and the 3 (rB, 
δB) from the 3 (x±,y±) sets (12 observables)

stat   syst model

γ(mod180◦) = (68± 14± 4± 3)◦

rB(DK) = 0.096± 0.029

r∗B(D
∗K) = 0.133+0.042

−0.039

krS(DK∗) = 0.149+0.066
−0.062

δB(DK) = (119+19
−20)

◦

δ∗B(D
∗K) = (−82± 21)◦

δS(DK∗) = (111± 32)◦

(mod 180◦)

our previous result: (76 ± 22 ± 5 ± 5)°

• Smaller syst. error: larger data/MC samples; improved analysis of tagged D→KShh

• Still statistically limited (small rB ~0.1). Consistent with Belle
• Smaller stat. error: more data, improved reconstruction, slightly higher rB (σγ ≈ 1/rB)

NBB ̅ = 468x106



Systematic uncertainties

• Experimental uncertainties: many contributions, most important are:

• dominant contribution for DK*: non-K* DKSπ bkg (k=0.9+-0.1)

• fixed PDF shape parameters: vary by ±1σ
• bkg DP distribution: replace BB̅ bkg DP distribution from MC with phase space 

distribution; replace qq ̅ bkg DP distribution from data sidebands with MC PDF

• fraction of bkg events containing a real D and either a K+ or a K- (from fit only for 
qq ̅ bkg in KSππ, fixed from MC in other cases): vary between nominal value and 
0.5

• True D decay amplitude uncertainties: several contributions of ~similar size

• uncertainties on the amplitude and phases from the analysis of the D* control 
sample 

• use alternative models (add/remove resonances; vary BW parameters; replace K-
matrix with BW; vary form factors; use helicity formalism instead of Zemach 
tensors; ...)

14



• D reconstructed in CP­eigenstates (CP=+: K+K­, π+π-; CP=-: KSπ0, KSω, KSϕ) 
and in Cabibbo-allowed Kπ final state

• Use measured B± yields to determine the 4 GLW-observables:

• 8-fold γ ambiguity:

• BFs ~ 10-6 (Cabibbo suppression of D decays to CP eigenstates)

• small asymmetries (<~ 20-30%) because of small rB

• Extract also x± for combination with Dalitz-analysis results (KSϕ removed):

B-→DK-, GLW method
Gronau, London, Wyler ­ Phys. Lett. B253 (1991) 483; Phys. Lett. B265 (1991) 172
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4 observables 
 (3 independent),
 3 unknowns:
rB, δB, γ

(γ, δB) ↔ (γ + π, δB + π) (γ, δB) ↔ (−γ,−δB) (γ, δB) ↔ (δB , γ)

2 BF ratios
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2 CP asymmetries

x± =
RCP+(1∓ACP+)−RCP−(1∓ACP−)
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Measurement strategy

• Selection optimized for S/sqrt(S+B), based on kinematic quantities similar 
to GGSZ measurement (+ ϕ/ω selection)

• Use B→Dπ as normalization and control sample

• split selected samples in two: “B→DK” (track from B passes tight kaon ID)
and “B→Dπ” (track from B fails tight kaon ID)

• Yield fit: ML fit to {mES, ΔE, F} (F = Fisher discriminant based on same 
variables used in GGSZ measurement + ratio of 2nd and 0th order Fox-
Wolfram moments)

• simultaneous fit to the subsamples corresponding to different D decays             
⇒ constrain common parameters to the same value (e.g. ACP±, RCP±, ..)

• simultaneous fit to B+ and B- subsamples ⇒ extract ACP likelihood

• simultaneous fit to B→DK and B→Dπ control sample

• obtain from data (B→Dπ) the B→DK signal shape parameters

• obtain from data the K/π mistag rate

• normalize BF(B→DK) to BF(B→Dπ) in order to reduce systematic uncertainties from: 
reconstruction efficiencies, PID, secondary BFs, KS/π0/D... efficiencies 16
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FIG. 2: ∆E projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of
the B candidate: a) B−

→DCP+K−, b) B+
→DCP+K+, c)

B−
→DCP−K−, d) B+

→DCP−K+. The curves are the full
PDF (solid, blue), and B→Dπ (dash-dotted, green) stacked
on the remaining backgrounds (dotted, purple). The region
between the solid and the dash-dotted lines represents the
B→DK contribution. We show the subsets of the data sam-
ple in which the track h from the B decay is identified as a
kaon. We require candidates to lie inside the signal-enriched
region defined in Sec. IV, except for the plotted variable.
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FIG. 3: mES projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of the
B candidate: a) B−

→ DCP+K−, b) B+
→ DCP+K+, c)

B−
→ DCP−K−, d) B+

→ DCP−K+. We show the subsets
of the data sample in which the track h from the B decay is
identified as a kaon. See caption of Fig. 2 for line definitions.
Only a subrange of the whole fit range is shown in order to
provide a closer view of the signal peak.

rB and to eight alternative solutions for (γ, δB). To eval-
uate the confidence level of a certain truth parameter (for
example γ) at a certain value (γ0) we consider the value
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FIG. 2: ∆E projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of
the B candidate: a) B−

→DCP+K−, b) B+
→DCP+K+, c)

B−
→DCP−K−, d) B+

→DCP−K+. The curves are the full
PDF (solid, blue), and B→Dπ (dash-dotted, green) stacked
on the remaining backgrounds (dotted, purple). The region
between the solid and the dash-dotted lines represents the
B→DK contribution. We show the subsets of the data sam-
ple in which the track h from the B decay is identified as a
kaon. We require candidates to lie inside the signal-enriched
region defined in Sec. IV, except for the plotted variable.
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FIG. 3: mES projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of the
B candidate: a) B−

→ DCP+K−, b) B+
→ DCP+K+, c)

B−
→ DCP−K−, d) B+

→ DCP−K+. We show the subsets
of the data sample in which the track h from the B decay is
identified as a kaon. See caption of Fig. 2 for line definitions.
Only a subrange of the whole fit range is shown in order to
provide a closer view of the signal peak.

rB and to eight alternative solutions for (γ, δB). To eval-
uate the confidence level of a certain truth parameter (for
example γ) at a certain value (γ0) we consider the value
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FIG. 2: ∆E projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of
the B candidate: a) B−

→DCP+K−, b) B+
→DCP+K+, c)

B−
→DCP−K−, d) B+

→DCP−K+. The curves are the full
PDF (solid, blue), and B→Dπ (dash-dotted, green) stacked
on the remaining backgrounds (dotted, purple). The region
between the solid and the dash-dotted lines represents the
B→DK contribution. We show the subsets of the data sam-
ple in which the track h from the B decay is identified as a
kaon. We require candidates to lie inside the signal-enriched
region defined in Sec. IV, except for the plotted variable.
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FIG. 3: mES projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of the
B candidate: a) B−

→ DCP+K−, b) B+
→ DCP+K+, c)

B−
→ DCP−K−, d) B+

→ DCP−K+. We show the subsets
of the data sample in which the track h from the B decay is
identified as a kaon. See caption of Fig. 2 for line definitions.
Only a subrange of the whole fit range is shown in order to
provide a closer view of the signal peak.

rB and to eight alternative solutions for (γ, δB). To eval-
uate the confidence level of a certain truth parameter (for
example γ) at a certain value (γ0) we consider the value

B-→D(CP)K-: GLW results
arXiv:1007.0504, accepted by Phys. Rev. D (August 2010)

• Yields increased by 100% compared to previous publication: +22% more data, +80% from 
latest reprocessing, improved selection, revised fit strategy (no cut on F) 

• Direct CPV at 3.6σ in B→DCP+K decays !

• most precise measurement of ACP± and RCP±; x± competitive with Dalitz-analysis results

• large value of rB favored (but large uncertainty: less than 2σ from 0) 17

NBB ̅ = 467x106

NCP+ = 477±28
NCP-  = 506±26
NKπ   = 3361±82

B-

B+

B-

17
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FIG. 2: ∆E projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of
the B candidate: a) B−

→DCP+K−, b) B+
→DCP+K+, c)

B−
→DCP−K−, d) B+

→DCP−K+. The curves are the full
PDF (solid, blue), and B→Dπ (dash-dotted, green) stacked
on the remaining backgrounds (dotted, purple). The region
between the solid and the dash-dotted lines represents the
B→DK contribution. We show the subsets of the data sam-
ple in which the track h from the B decay is identified as a
kaon. We require candidates to lie inside the signal-enriched
region defined in Sec. IV, except for the plotted variable.
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FIG. 3: mES projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of the
B candidate: a) B−

→ DCP+K−, b) B+
→ DCP+K+, c)

B−
→ DCP−K−, d) B+

→ DCP−K+. We show the subsets
of the data sample in which the track h from the B decay is
identified as a kaon. See caption of Fig. 2 for line definitions.
Only a subrange of the whole fit range is shown in order to
provide a closer view of the signal peak.

rB and to eight alternative solutions for (γ, δB). To eval-
uate the confidence level of a certain truth parameter (for
example γ) at a certain value (γ0) we consider the value

CP-even CP-odd

B+

Using the full Y(4S) dataset:

All components
qq+BB bkg
qq+BB+Dπ bkg

ACP+ = 0.25± 0.06± 0.02

ACP− = −0.09± 0.07± 0.02

RCP+ = 1.18± 0.09± 0.05

RCP− = 1.07± 0.08± 0.04

x+ = −0.057± 0.039± 0.015

x− = 0.132± 0.042± 0.018

r2B = 0.105± 0.067± 0.035
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3. calculate ∆χ2′ of the toy result as in the first step,
i.e. minimize again with respect to δB and rB;

4. calculate (1 − CL) as the fraction of toy results
which perform better than the measured data, i.e.
1 − CL = N(∆χ2 > ∆χ2′)/Ntoy.

Figures 6 and 7 illustrate 1-CL as a function of γ and rB

as obtained from this study. From these distributions we
extract 68% and 95% CL confidence intervals for γ and
rB , as summarized in Table VII. Due to the γ ↔ δB am-
biguity of the GLW method, the 1D CL intervals for δB

are identical to those for γ. At the 68% CL we are able to
distinguish six out of eight solutions for γ (and δB), two
of which are in good agreement with the current world
averages [25]. At the 95% CL we are able to exclude the
intervals [0◦, 7.0◦], [173.0◦, 187.0◦] and [353.0◦, 360◦] for
γ and δB. For rB we deduce at 68% CL:

rB = 0.35+0.10
−0.11(stat + syst). (46)

TABLE VII: 68% and 95% CL intervals for the parameters γ,
and rB , taking into account both statistical and systematic
uncertainties. The confidence intervals for δB are identical to
those for γ due to the intrinsic γ ↔ δB ambiguity of the GLW
method.

γ mod 180 [◦] rB

68% CL [11.3, 22.7] [0.24, 0.45]
[80.9, 99.1]

[157.3, 168.7]
95% CL [7.0, 173.0] [0.06, 0.51]

In order to facilitate the future combination of these
measurements with the results of the Dalitz plot analysis
of B± → DK±, D → K0

S
h+h− decays (h = π, K) [16],

we recompute the GLW parameters after excluding from
the nominal fit the DCP− → K0

S
φ (φ → K+K−) sub-

sample. The sample obtained in this way is statistically
independent of that selected in [16]. The final values of
the GLW parameters that we measure in this case are:

ACP+ = 0.25 ± 0.06(stat) ± 0.02(syst) , (47)

ACP− = −0.08± 0.07(stat) ± 0.02(syst) , (48)

RCP+ = 1.18 ± 0.09(stat) ± 0.05(syst) , (49)

RCP− = 1.03 ± 0.09(stat) ± 0.04(syst) . (50)

The statistical correlations among these four quantities
are:

C(stat)[&y] =
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and the systematic correlations are
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FIG. 6: 1-CL as a function of γ (top) and rB (bottom).
Both statistical and systematic uncertainties are taken into
account. For the angle γ, the plot is identical in the range
[180◦, 360◦]. The horizontal lines show the 68% CL (dashed)
and the 95% CL (dotted). Due to the symmetry of Eqns. 3
and 4 the plot for the strong phase δB is identical to the one
for γ.

To compare the results obtained after removing the
DCP− → K0

S
φ subsample with those from the B± →

DK±, D → K0
S
h+h− analyses, which are expressed in

terms of the variables x± = rB cos(δB ± γ) and y± =
rB sin(δB ± γ), we use the GLW parameters measured
in this way to determine the quantities x± through the
relations:

x± =
1

4
[RCP+(1 ∓ ACP+) − RCP−(1 ∓ ACP−)] . (53)

We obtain

x+ = −0.057± 0.039(stat)± 0.015(syst) , (54)

x− = 0.132± 0.042(stat)± 0.018(syst) . (55)

These results are in good agreement with the current
world averages [21] and have precision close to the single
most precise measurements [16]. We also measure r2

B ,
which provides a constraint on x± and y± via r2

B = x2
± +

y2
±, from

r2
B =

1

2
(RCP+ + RCP− − 2) . (56)

We determine:

r2
B = 0.105 ± 0.067(stat)± 0.035(syst) . (57)

γ from B-→D(CP)K- (GLW method)
arXiv:1007.0504, accepted by Phys. Rev. D (August 2010)

• Use frequentist interpretation (similar to Dalitz plot method) to obtain weak 
phase γ and hadronic parameters rB, δB from RCP±,ACP±
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3. calculate ∆χ2′ of the toy result as in the first step,
i.e. minimize again with respect to δB and rB;

4. calculate (1 − CL) as the fraction of toy results
which perform better than the measured data, i.e.
1 − CL = N(∆χ2 > ∆χ2′)/Ntoy.

Figures 6 and 7 illustrate 1-CL as a function of γ and rB

as obtained from this study. From these distributions we
extract 68% and 95% CL confidence intervals for γ and
rB , as summarized in Table VII. Due to the γ ↔ δB am-
biguity of the GLW method, the 1D CL intervals for δB

are identical to those for γ. At the 68% CL we are able to
distinguish six out of eight solutions for γ (and δB), two
of which are in good agreement with the current world
averages [25]. At the 95% CL we are able to exclude the
intervals [0◦, 7.0◦], [173.0◦, 187.0◦] and [353.0◦, 360◦] for
γ and δB. For rB we deduce at 68% CL:

rB = 0.35+0.10
−0.11(stat + syst). (46)

TABLE VII: 68% and 95% CL intervals for the parameters γ,
and rB , taking into account both statistical and systematic
uncertainties. The confidence intervals for δB are identical to
those for γ due to the intrinsic γ ↔ δB ambiguity of the GLW
method.

γ mod 180 [◦] rB

68% CL [11.3, 22.7] [0.24, 0.45]
[80.9, 99.1]

[157.3, 168.7]
95% CL [7.0, 173.0] [0.06, 0.51]

In order to facilitate the future combination of these
measurements with the results of the Dalitz plot analysis
of B± → DK±, D → K0

S
h+h− decays (h = π, K) [16],

we recompute the GLW parameters after excluding from
the nominal fit the DCP− → K0

S
φ (φ → K+K−) sub-

sample. The sample obtained in this way is statistically
independent of that selected in [16]. The final values of
the GLW parameters that we measure in this case are:

ACP+ = 0.25 ± 0.06(stat) ± 0.02(syst) , (47)

ACP− = −0.08± 0.07(stat) ± 0.02(syst) , (48)

RCP+ = 1.18 ± 0.09(stat) ± 0.05(syst) , (49)

RCP− = 1.03 ± 0.09(stat) ± 0.04(syst) . (50)

The statistical correlations among these four quantities
are:

C(stat)[&y] =


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and the systematic correlations are
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





1 0.42 −0.07 0
1 0 0

1 0.12
1






. (52)

]° [!

1-
CL

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 20 40 60 80 100 120 140 160 180

68%

95%

Br
0.1 0.2 0.3 0.4 0.5 0.6

1-
CL

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

68%

95%

FIG. 6: 1-CL as a function of γ (top) and rB (bottom).
Both statistical and systematic uncertainties are taken into
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[180◦, 360◦]. The horizontal lines show the 68% CL (dashed)
and the 95% CL (dotted). Due to the symmetry of Eqns. 3
and 4 the plot for the strong phase δB is identical to the one
for γ.

To compare the results obtained after removing the
DCP− → K0

S
φ subsample with those from the B± →

DK±, D → K0
S
h+h− analyses, which are expressed in

terms of the variables x± = rB cos(δB ± γ) and y± =
rB sin(δB ± γ), we use the GLW parameters measured
in this way to determine the quantities x± through the
relations:

x± =
1

4
[RCP+(1 ∓ ACP+) − RCP−(1 ∓ ACP−)] . (53)

We obtain

x+ = −0.057± 0.039(stat)± 0.015(syst) , (54)

x− = 0.132± 0.042(stat)± 0.018(syst) . (55)

These results are in good agreement with the current
world averages [21] and have precision close to the single
most precise measurements [16]. We also measure r2

B ,
which provides a constraint on x± and y± via r2

B = x2
± +

y2
±, from

r2
B =

1

2
(RCP+ + RCP− − 2) . (56)

We determine:

r2
B = 0.105 ± 0.067(stat)± 0.035(syst) . (57)
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3. calculate ∆χ2′ of the toy result as in the first step,
i.e. minimize again with respect to δB and rB;

4. calculate (1 − CL) as the fraction of toy results
which perform better than the measured data, i.e.
1 − CL = N(∆χ2 > ∆χ2′)/Ntoy.

Figures 6 and 7 illustrate 1-CL as a function of γ and rB

as obtained from this study. From these distributions we
extract 68% and 95% CL confidence intervals for γ and
rB , as summarized in Table VII. Due to the γ ↔ δB am-
biguity of the GLW method, the 1D CL intervals for δB

are identical to those for γ. At the 68% CL we are able to
distinguish six out of eight solutions for γ (and δB), two
of which are in good agreement with the current world
averages [25]. At the 95% CL we are able to exclude the
intervals [0◦, 7.0◦], [173.0◦, 187.0◦] and [353.0◦, 360◦] for
γ and δB. For rB we deduce at 68% CL:

rB = 0.35+0.10
−0.11(stat + syst). (46)

TABLE VII: 68% and 95% CL intervals for the parameters γ,
and rB , taking into account both statistical and systematic
uncertainties. The confidence intervals for δB are identical to
those for γ due to the intrinsic γ ↔ δB ambiguity of the GLW
method.

γ mod 180 [◦] rB

68% CL [11.3, 22.7] [0.24, 0.45]
[80.9, 99.1]

[157.3, 168.7]
95% CL [7.0, 173.0] [0.06, 0.51]

In order to facilitate the future combination of these
measurements with the results of the Dalitz plot analysis
of B± → DK±, D → K0

S
h+h− decays (h = π, K) [16],

we recompute the GLW parameters after excluding from
the nominal fit the DCP− → K0

S
φ (φ → K+K−) sub-

sample. The sample obtained in this way is statistically
independent of that selected in [16]. The final values of
the GLW parameters that we measure in this case are:

ACP+ = 0.25 ± 0.06(stat) ± 0.02(syst) , (47)

ACP− = −0.08± 0.07(stat) ± 0.02(syst) , (48)

RCP+ = 1.18 ± 0.09(stat) ± 0.05(syst) , (49)

RCP− = 1.03 ± 0.09(stat) ± 0.04(syst) . (50)

The statistical correlations among these four quantities
are:

C(stat)[&y] =


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and the systematic correlations are
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Both statistical and systematic uncertainties are taken into
account. For the angle γ, the plot is identical in the range
[180◦, 360◦]. The horizontal lines show the 68% CL (dashed)
and the 95% CL (dotted). Due to the symmetry of Eqns. 3
and 4 the plot for the strong phase δB is identical to the one
for γ.

To compare the results obtained after removing the
DCP− → K0

S
φ subsample with those from the B± →

DK±, D → K0
S
h+h− analyses, which are expressed in

terms of the variables x± = rB cos(δB ± γ) and y± =
rB sin(δB ± γ), we use the GLW parameters measured
in this way to determine the quantities x± through the
relations:

x± =
1

4
[RCP+(1 ∓ ACP+) − RCP−(1 ∓ ACP−)] . (53)

We obtain

x+ = −0.057± 0.039(stat)± 0.015(syst) , (54)

x− = 0.132± 0.042(stat)± 0.018(syst) . (55)

These results are in good agreement with the current
world averages [21] and have precision close to the single
most precise measurements [16]. We also measure r2

B ,
which provides a constraint on x± and y± via r2

B = x2
± +

y2
±, from

r2
B =

1

2
(RCP+ + RCP− − 2) . (56)

We determine:

r2
B = 0.105 ± 0.067(stat)± 0.035(syst) . (57)

NBB ̅ = 467x106



19

3. calculate ∆χ2′ of the toy result as in the first step,
i.e. minimize again with respect to δB and rB;

4. calculate (1 − CL) as the fraction of toy results
which perform better than the measured data, i.e.
1 − CL = N(∆χ2 > ∆χ2′)/Ntoy.

Figures 6 and 7 illustrate 1-CL as a function of γ and rB

as obtained from this study. From these distributions we
extract 68% and 95% CL confidence intervals for γ and
rB , as summarized in Table VII. Due to the γ ↔ δB am-
biguity of the GLW method, the 1D CL intervals for δB

are identical to those for γ. At the 68% CL we are able to
distinguish six out of eight solutions for γ (and δB), two
of which are in good agreement with the current world
averages [25]. At the 95% CL we are able to exclude the
intervals [0◦, 7.0◦], [173.0◦, 187.0◦] and [353.0◦, 360◦] for
γ and δB. For rB we deduce at 68% CL:

rB = 0.35+0.10
−0.11(stat + syst). (46)

TABLE VII: 68% and 95% CL intervals for the parameters γ,
and rB , taking into account both statistical and systematic
uncertainties. The confidence intervals for δB are identical to
those for γ due to the intrinsic γ ↔ δB ambiguity of the GLW
method.

γ mod 180 [◦] rB

68% CL [11.3, 22.7] [0.24, 0.45]
[80.9, 99.1]

[157.3, 168.7]
95% CL [7.0, 173.0] [0.06, 0.51]

In order to facilitate the future combination of these
measurements with the results of the Dalitz plot analysis
of B± → DK±, D → K0

S
h+h− decays (h = π, K) [16],

we recompute the GLW parameters after excluding from
the nominal fit the DCP− → K0

S
φ (φ → K+K−) sub-

sample. The sample obtained in this way is statistically
independent of that selected in [16]. The final values of
the GLW parameters that we measure in this case are:

ACP+ = 0.25 ± 0.06(stat) ± 0.02(syst) , (47)

ACP− = −0.08± 0.07(stat) ± 0.02(syst) , (48)

RCP+ = 1.18 ± 0.09(stat) ± 0.05(syst) , (49)

RCP− = 1.03 ± 0.09(stat) ± 0.04(syst) . (50)

The statistical correlations among these four quantities
are:

C(stat)[&y] =







1 0 −0.08 0
1 0 0.04

1 0.09
1






, (51)

and the systematic correlations are

C(syst)[&y] =







1 0.42 −0.07 0
1 0 0

1 0.12
1






. (52)

]° [!

1-
CL

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 20 40 60 80 100 120 140 160 180

68%

95%

Br
0.1 0.2 0.3 0.4 0.5 0.6

1-
CL

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

68%

95%

FIG. 6: 1-CL as a function of γ (top) and rB (bottom).
Both statistical and systematic uncertainties are taken into
account. For the angle γ, the plot is identical in the range
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for γ.

To compare the results obtained after removing the
DCP− → K0

S
φ subsample with those from the B± →

DK±, D → K0
S
h+h− analyses, which are expressed in

terms of the variables x± = rB cos(δB ± γ) and y± =
rB sin(δB ± γ), we use the GLW parameters measured
in this way to determine the quantities x± through the
relations:

x± =
1

4
[RCP+(1 ∓ ACP+) − RCP−(1 ∓ ACP−)] . (53)

We obtain

x+ = −0.057± 0.039(stat)± 0.015(syst) , (54)

x− = 0.132± 0.042(stat)± 0.018(syst) . (55)

These results are in good agreement with the current
world averages [21] and have precision close to the single
most precise measurements [16]. We also measure r2

B ,
which provides a constraint on x± and y± via r2

B = x2
± +

y2
±, from

r2
B =

1

2
(RCP+ + RCP− − 2) . (56)

We determine:

r2
B = 0.105 ± 0.067(stat)± 0.035(syst) . (57)

γ from B-→D(CP)K- (GLW method)
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• Use frequentist interpretation (similar to Dalitz plot method) to obtain weak 
phase γ and hadronic parameters rB, δB from RCP±,ACP±
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3. calculate ∆χ2′ of the toy result as in the first step,
i.e. minimize again with respect to δB and rB;

4. calculate (1 − CL) as the fraction of toy results
which perform better than the measured data, i.e.
1 − CL = N(∆χ2 > ∆χ2′)/Ntoy.

Figures 6 and 7 illustrate 1-CL as a function of γ and rB

as obtained from this study. From these distributions we
extract 68% and 95% CL confidence intervals for γ and
rB , as summarized in Table VII. Due to the γ ↔ δB am-
biguity of the GLW method, the 1D CL intervals for δB

are identical to those for γ. At the 68% CL we are able to
distinguish six out of eight solutions for γ (and δB), two
of which are in good agreement with the current world
averages [25]. At the 95% CL we are able to exclude the
intervals [0◦, 7.0◦], [173.0◦, 187.0◦] and [353.0◦, 360◦] for
γ and δB. For rB we deduce at 68% CL:

rB = 0.35+0.10
−0.11(stat + syst). (46)

TABLE VII: 68% and 95% CL intervals for the parameters γ,
and rB , taking into account both statistical and systematic
uncertainties. The confidence intervals for δB are identical to
those for γ due to the intrinsic γ ↔ δB ambiguity of the GLW
method.

γ mod 180 [◦] rB

68% CL [11.3, 22.7] [0.24, 0.45]
[80.9, 99.1]

[157.3, 168.7]
95% CL [7.0, 173.0] [0.06, 0.51]

In order to facilitate the future combination of these
measurements with the results of the Dalitz plot analysis
of B± → DK±, D → K0

S
h+h− decays (h = π, K) [16],

we recompute the GLW parameters after excluding from
the nominal fit the DCP− → K0

S
φ (φ → K+K−) sub-

sample. The sample obtained in this way is statistically
independent of that selected in [16]. The final values of
the GLW parameters that we measure in this case are:

ACP+ = 0.25 ± 0.06(stat) ± 0.02(syst) , (47)

ACP− = −0.08± 0.07(stat) ± 0.02(syst) , (48)

RCP+ = 1.18 ± 0.09(stat) ± 0.05(syst) , (49)

RCP− = 1.03 ± 0.09(stat) ± 0.04(syst) . (50)

The statistical correlations among these four quantities
are:

C(stat)[&y] =
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and 4 the plot for the strong phase δB is identical to the one
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To compare the results obtained after removing the
DCP− → K0

S
φ subsample with those from the B± →

DK±, D → K0
S
h+h− analyses, which are expressed in

terms of the variables x± = rB cos(δB ± γ) and y± =
rB sin(δB ± γ), we use the GLW parameters measured
in this way to determine the quantities x± through the
relations:

x± =
1

4
[RCP+(1 ∓ ACP+) − RCP−(1 ∓ ACP−)] . (53)

We obtain

x+ = −0.057± 0.039(stat)± 0.015(syst) , (54)

x− = 0.132± 0.042(stat)± 0.018(syst) . (55)

These results are in good agreement with the current
world averages [21] and have precision close to the single
most precise measurements [16]. We also measure r2

B ,
which provides a constraint on x± and y± via r2

B = x2
± +

y2
±, from

r2
B =

1

2
(RCP+ + RCP− − 2) . (56)

We determine:

r2
B = 0.105 ± 0.067(stat)± 0.035(syst) . (57)
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3. calculate ∆χ2′ of the toy result as in the first step,
i.e. minimize again with respect to δB and rB;

4. calculate (1 − CL) as the fraction of toy results
which perform better than the measured data, i.e.
1 − CL = N(∆χ2 > ∆χ2′)/Ntoy.

Figures 6 and 7 illustrate 1-CL as a function of γ and rB

as obtained from this study. From these distributions we
extract 68% and 95% CL confidence intervals for γ and
rB , as summarized in Table VII. Due to the γ ↔ δB am-
biguity of the GLW method, the 1D CL intervals for δB

are identical to those for γ. At the 68% CL we are able to
distinguish six out of eight solutions for γ (and δB), two
of which are in good agreement with the current world
averages [25]. At the 95% CL we are able to exclude the
intervals [0◦, 7.0◦], [173.0◦, 187.0◦] and [353.0◦, 360◦] for
γ and δB. For rB we deduce at 68% CL:

rB = 0.35+0.10
−0.11(stat + syst). (46)

TABLE VII: 68% and 95% CL intervals for the parameters γ,
and rB , taking into account both statistical and systematic
uncertainties. The confidence intervals for δB are identical to
those for γ due to the intrinsic γ ↔ δB ambiguity of the GLW
method.

γ mod 180 [◦] rB

68% CL [11.3, 22.7] [0.24, 0.45]
[80.9, 99.1]

[157.3, 168.7]
95% CL [7.0, 173.0] [0.06, 0.51]

In order to facilitate the future combination of these
measurements with the results of the Dalitz plot analysis
of B± → DK±, D → K0

S
h+h− decays (h = π, K) [16],

we recompute the GLW parameters after excluding from
the nominal fit the DCP− → K0

S
φ (φ → K+K−) sub-

sample. The sample obtained in this way is statistically
independent of that selected in [16]. The final values of
the GLW parameters that we measure in this case are:

ACP+ = 0.25 ± 0.06(stat) ± 0.02(syst) , (47)

ACP− = −0.08± 0.07(stat) ± 0.02(syst) , (48)

RCP+ = 1.18 ± 0.09(stat) ± 0.05(syst) , (49)

RCP− = 1.03 ± 0.09(stat) ± 0.04(syst) . (50)

The statistical correlations among these four quantities
are:

C(stat)[&y] =







1 0 −0.08 0
1 0 0.04

1 0.09
1






, (51)

and the systematic correlations are

C(syst)[&y] =







1 0.42 −0.07 0
1 0 0

1 0.12
1






. (52)
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FIG. 6: 1-CL as a function of γ (top) and rB (bottom).
Both statistical and systematic uncertainties are taken into
account. For the angle γ, the plot is identical in the range
[180◦, 360◦]. The horizontal lines show the 68% CL (dashed)
and the 95% CL (dotted). Due to the symmetry of Eqns. 3
and 4 the plot for the strong phase δB is identical to the one
for γ.

To compare the results obtained after removing the
DCP− → K0

S
φ subsample with those from the B± →

DK±, D → K0
S
h+h− analyses, which are expressed in

terms of the variables x± = rB cos(δB ± γ) and y± =
rB sin(δB ± γ), we use the GLW parameters measured
in this way to determine the quantities x± through the
relations:

x± =
1

4
[RCP+(1 ∓ ACP+) − RCP−(1 ∓ ACP−)] . (53)

We obtain

x+ = −0.057± 0.039(stat)± 0.015(syst) , (54)

x− = 0.132± 0.042(stat)± 0.018(syst) . (55)

These results are in good agreement with the current
world averages [21] and have precision close to the single
most precise measurements [16]. We also measure r2

B ,
which provides a constraint on x± and y± via r2

B = x2
± +

y2
±, from

r2
B =

1

2
(RCP+ + RCP− − 2) . (56)

We determine:

r2
B = 0.105 ± 0.067(stat)± 0.035(syst) . (57)

[54,83]°

[39,98]°

BaBar GGSZ result (68% and 95% CL)

NBB ̅ = 467x106
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BaBar ADS* analysis
• The “ADS*” technique equalizes the magnitude of the

interfering amplitudes

• CP asymmetry can be very large.

• Very sensitive to rB.

*ADS stands for D. Atwood, I. Dunietz, A. Soni, PRL 78, 3257 (1997); PRD 63, 036005 (2001).

followed by

favored

favored

suppressed

suppressed

followed by

interferes with 

• Reconstruct DCS D0 final states [f]D=K+π- in order to equalize the magnitude 
of the interfering amplitudes:

• CP asymmetry can be very large, O(50%)

• Very small BFs (~10-7) 

• Use CA final states as normalization channel and control sample, measure

• compare events with opposite-sign (DCS) and same-sign (CA) kaons

• reconstruct DK, D*K (D*→Dπ0) and D*K (D*→Dγ) ⇒ 6 observables, 5 unknowns

• 4 discrete ambiguities: 

B-→D(*)K-, ADS method
Atwood, Dunietz, Soni ­ Phys.Rev.Lett 78, 3257 (1997)

19

R(∗)± ≡ Γ([K∓π±]DK±)

Γ([K±π∓]DK±)
= r(∗)2B + r2D + 2λr(∗)B rD cos(±γ + δD + δ(∗)B )

(γ, δ(∗)B ) ↔ (γ + π, δ(∗)B + π) (γ, δ(∗)B ) ↔ (−γ,−δ(∗)B − 2δD)



Measurement strategy

• Very low BF

• use entire Y(4S) data sample: 2x more data wrt previous measurement

• reduce bkg as much as possible

• Selection: PID + kinematic quantities (similar to previous analyses); veto bkg 
from B-→DK-, D→K-π+ (K↔π misid) and B-→Dπ-, D→K+K-

• Dominant bkg: qq̅ (esp. cc ̅→D0D̅0X, CA D0→K-π+ and D ̅0 →K+X): 
discriminated from signal using neural network (NN) of 8 variables

• use same 4 evt. shape vars as in GGSZ analysis, + 4 for additional discrimination 
(example: vertex separation between 2 B candidates; presence of leptons)

• trained with simulated signal and continuum bkg events

• validated on off-peak data and signal-enriched same-sign data control sample

• Yield fit: simultaneous ML fit to {mES, NN} distributions of same-sign and opposite-
sign subsamples to discriminate bkg and extract R(*)±

20



• Hint of ADS signals in B±→DK± (2.1σ) and B±→D*K± (2.2σ)

• Large CP asymmetries

B-→D(*)K-: ADS results
arXiv:1006.4241, accepted by Phys. Rev. D (September 2010)
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FIG. 8: (color online). Projections on mES (a, b, c) and NN (d, e, f) of the fit results for DK+ (a, d), D∗
Dπ0K+ (b,

e) and D∗
DγK+ (c, f) WS decays, for samples enriched in signal with the requirements NN > 0.94 (mES projections) or

5.2725 < mES < 5.2875GeV/c2 (NN projections). The points with error bars are data. The curves represent the fit projections
for signal plus background (solid), the sum of all background components (dashed), and qq̄ background only (dotted).
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FIG. 9: (color online). Projections on mES (a, b, c) and NN (d, e, f) of the fit results for DK− (a, d), D∗
Dπ0K− (b,

e) and D∗
DγK− (c, f) WS decays, for samples enriched in signal with the requirements NN > 0.94 (mES projections) or

5.2725 < mES < 5.2875GeV/c2 (NN projections). The points with error bars are data. The curves represent the fit projections
for signal plus background (solid), the sum of all background components (dashed), and qq̄ background only (dotted).

VII. SUMMARY

In summary, using a data sample of 467 million BB
pairs, we present an updated search of the decays B− →
D(∗)K− where the neutral D meson decays into the

K+π− final state (WS). The analysis method is first ap-
plied to B− → D(∗)π−, where the D decays into the
Cabibbo favored (K−π+) and doubly suppressed modes
(K+π−). We measure RDπ = (3.3 ± 0.6 ± 0.4) × 10−3,
R∗(Dπ0)π = (3.2 ± 0.9 ± 0.8) × 10−3 and R∗(Dγ)π =

4

I. INTRODUCTION

The Standard Model accommodates CP violation
through a single phase in the Cabibbo-Kobayashi-
Maskawa (CKM) quark mixing matrix V [1]. In
the Wolfenstein parameterization [2], the angle γ =
arg (−VudV ∗

ub/VcdV ∗
cb) of the unitarity triangle is related

to the complex phase of the CKM matrix element Vub

through Vub = |Vub|e−iγ . A theoretically clean source of
information on the angle γ is provided by B− → D(∗) K−

decays, where D(∗) represents an admixture of D(∗)0 and
D(∗)0 states. These decays exploit the interference be-
tween B− → D(∗)0K− and B− → D(∗)0K− (Fig. 1) that
occurs when the D(∗)0 and the D(∗)0 decay to common
final states.

D(∗)0

ū

s
K(∗)−

ū

B−

cb

W−

B−

b
u

c̄

K(∗)−

D̄(∗)0

ū

sū

W−

FIG. 1: Feynman diagrams for B− → D(∗)0K(∗)− and
D(∗)0K(∗)−. The latter is CKM and color-suppressed with
respect to the former.

In the Atwood-Dunietz-Soni (ADS) method [3], the
D0 from the favored b → c amplitude is reconstructed
in the doubly Cabibbo-suppressed decay K+π−, while
the D0 from the b → u suppressed amplitude is re-
constructed in the favored decay K+π−. The product
branching fractions for these final states, which we de-
note as [K+π−]DK− (B− → DK−) and [K+π−]D∗K−

(B− → D∗K−), are small (∼ 10−7), but the two inter-
fering amplitudes are of the same order of magnitude,
and large CP asymmetries are therefore possible. The
favored decay mode B− → [K−π+]D(∗)K− is used to
normalize the measurement and cancel many systematic
uncertainties. Thus, ignoring possible small effects due
to D mixing and assuming no CP violation in the nor-
malization modes, we define the charge-specific ratios for
B+ and B− decay rates to the ADS final states as

R±DK ≡ Γ([K∓π±]DK±)
Γ([K±π∓]DK±)

= r2
B + r2

D + 2 rBrD cos(±γ + δ), (1)

†Also with Università di Perugia, Dipartimento di Fisica, Perugia,
Italy
‡Also with Università di Roma La Sapienza, I-00185 Roma, Italy
§Now at University of South Alabama, Mobile, Alabama 36688,
USA
¶Also with Università di Sassari, Sassari, Italy

where rB = |A(B− → D0K−)/A(B− → D0K−)| ≈
10% [4–7] and rD = |A(D0 → K+π−)/A(D0 →
K−π+)| = (5.78 ± 0.08)% [8] are the suppressed to fa-
vored B and D amplitude ratios. The rates in Eq. (1)
depend on the relative weak phase γ and the relative
strong phase δ ≡ δB + δD between the interfering am-
plitudes, where δB and δD are the strong phase differ-
ences between the two B and D decay amplitudes, re-
spectively. The value of δD has been measured to be
δD = (201.9+11.3

−12.4)◦ [8], where we have accounted for a
phase shift of 180◦ in the definition of δD between Ref. [8]
and this analysis.

The main experimental observables are the charge-
averaged decay rate and the direct CP asymmetry, which
can be written as

RDK ≡ 1
2

�
R+

DK +R−DK

�

= r2
B + r2

D + 2 rBrD cos γ cos δ, (2)

ADK ≡ R−DK −R
+
DK

R−DK +R+
DK

= 2 rBrD sin γ sin δ/RDK . (3)

The treatment for the D∗K mode is identical to the DK
one, but the parameters r∗B and δ∗B are not expected to be
numerically the same as those of the DK mode. Taking
into account the effective strong phase difference of π
between the D∗ decays to Dγ and Dπ0[9], we define the
charge-specific ratios for D∗ as:

R∗±(Dπ0)K ≡ Γ([K∓π±]D∗→Dπ0K±)
Γ([K±π∓]D∗→Dπ0K±)

= r∗2B + r2
D + 2 r∗BrD cos(±γ + δ∗), (4)

R∗±(Dγ)K ≡ Γ([K∓π±]D∗→DγK±)
Γ([K±π∓]D∗→DγK±)

= r∗2B + r2
D − 2 r∗BrD cos(±γ + δ∗), (5)

with r∗B = |A(B− → D̄∗0K−)/A(B− → D∗0K−)| and
δ∗ ≡ δ∗B +δD, where δ∗B is the strong phase difference be-
tween the two B decay amplitudes. The charge averaged
ratios for D∗ → Dπ0 and D∗ → Dγ are then:

R∗(Dπ0)K ≡ 1
2

�
R∗+(Dπ0)K +R∗−(Dπ0)K

�

= r∗2B + r2
D + 2 r∗BrD cos γ cos δ∗, (6)

R∗(Dγ)K ≡ 1
2

�
R∗+(Dγ)K +R∗−(Dγ)K

�

= r∗2B + r2
D − 2 r∗BrD cos γ cos δ∗. (7)
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In the Atwood-Dunietz-Soni (ADS) method [3], the
D0 from the favored b → c amplitude is reconstructed
in the doubly Cabibbo-suppressed decay K+π−, while
the D0 from the b → u suppressed amplitude is re-
constructed in the favored decay K+π−. The product
branching fractions for these final states, which we de-
note as [K+π−]DK− (B− → DK−) and [K+π−]D∗K−

(B− → D∗K−), are small (∼ 10−7), but the two inter-
fering amplitudes are of the same order of magnitude,
and large CP asymmetries are therefore possible. The
favored decay mode B− → [K−π+]D(∗)K− is used to
normalize the measurement and cancel many systematic
uncertainties. Thus, ignoring possible small effects due
to D mixing and assuming no CP violation in the nor-
malization modes, we define the charge-specific ratios for
B+ and B− decay rates to the ADS final states as

R±DK ≡ Γ([K∓π±]DK±)
Γ([K±π∓]DK±)

= r2
B + r2

D + 2 rBrD cos(±γ + δ), (1)
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where rB = |A(B− → D0K−)/A(B− → D0K−)| ≈
10% [4–7] and rD = |A(D0 → K+π−)/A(D0 →
K−π+)| = (5.78 ± 0.08)% [8] are the suppressed to fa-
vored B and D amplitude ratios. The rates in Eq. (1)
depend on the relative weak phase γ and the relative
strong phase δ ≡ δB + δD between the interfering am-
plitudes, where δB and δD are the strong phase differ-
ences between the two B and D decay amplitudes, re-
spectively. The value of δD has been measured to be
δD = (201.9+11.3

−12.4)◦ [8], where we have accounted for a
phase shift of 180◦ in the definition of δD between Ref. [8]
and this analysis.

The main experimental observables are the charge-
averaged decay rate and the direct CP asymmetry, which
can be written as

RDK ≡ 1
2

�
R+

DK +R−DK

�

= r2
B + r2

D + 2 rBrD cos γ cos δ, (2)

ADK ≡ R−DK −R
+
DK

R−DK +R+
DK

= 2 rBrD sin γ sin δ/RDK . (3)

The treatment for the D∗K mode is identical to the DK
one, but the parameters r∗B and δ∗B are not expected to be
numerically the same as those of the DK mode. Taking
into account the effective strong phase difference of π
between the D∗ decays to Dγ and Dπ0[9], we define the
charge-specific ratios for D∗ as:

R∗±(Dπ0)K ≡ Γ([K∓π±]D∗→Dπ0K±)
Γ([K±π∓]D∗→Dπ0K±)

= r∗2B + r2
D + 2 r∗BrD cos(±γ + δ∗), (4)

R∗±(Dγ)K ≡ Γ([K∓π±]D∗→DγK±)
Γ([K±π∓]D∗→DγK±)

= r∗2B + r2
D − 2 r∗BrD cos(±γ + δ∗), (5)

with r∗B = |A(B− → D̄∗0K−)/A(B− → D∗0K−)| and
δ∗ ≡ δ∗B +δD, where δ∗B is the strong phase difference be-
tween the two B decay amplitudes. The charge averaged
ratios for D∗ → Dπ0 and D∗ → Dγ are then:

R∗(Dπ0)K ≡ 1
2

�
R∗+(Dπ0)K +R∗−(Dπ0)K

�

= r∗2B + r2
D + 2 r∗BrD cos γ cos δ∗, (6)

R∗(Dγ)K ≡ 1
2

�
R∗+(Dγ)K +R∗−(Dγ)K

�

= r∗2B + r2
D − 2 r∗BrD cos γ cos δ∗. (7)

NBB ̅ = 467x106
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FIG. 8: (color online). Projections on mES (a, b, c) and NN (d, e, f) of the fit results for DK+ (a, d), D∗
Dπ0K+ (b,

e) and D∗
DγK+ (c, f) WS decays, for samples enriched in signal with the requirements NN > 0.94 (mES projections) or

5.2725 < mES < 5.2875GeV/c2 (NN projections). The points with error bars are data. The curves represent the fit projections
for signal plus background (solid), the sum of all background components (dashed), and qq̄ background only (dotted).
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FIG. 9: (color online). Projections on mES (a, b, c) and NN (d, e, f) of the fit results for DK− (a, d), D∗
Dπ0K− (b,

e) and D∗
DγK− (c, f) WS decays, for samples enriched in signal with the requirements NN > 0.94 (mES projections) or

5.2725 < mES < 5.2875GeV/c2 (NN projections). The points with error bars are data. The curves represent the fit projections
for signal plus background (solid), the sum of all background components (dashed), and qq̄ background only (dotted).

VII. SUMMARY

In summary, using a data sample of 467 million BB
pairs, we present an updated search of the decays B− →
D(∗)K− where the neutral D meson decays into the

K+π− final state (WS). The analysis method is first ap-
plied to B− → D(∗)π−, where the D decays into the
Cabibbo favored (K−π+) and doubly suppressed modes
(K+π−). We measure RDπ = (3.3 ± 0.6 ± 0.4) × 10−3,
R∗(Dπ0)π = (3.2 ± 0.9 ± 0.8) × 10−3 and R∗(Dγ)π =

B→DK B→D*K (D*→Dπ0) B→D*K (D*→Dγ)
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given in Table VI. Projections of the fits to B+ and B−

data are shown in Figs. 8 and 9, respectively. We find

R∗−
(Dπ0)K = (3.7 ± 1.8 ± 0.9) × 10−2 for the B− sample,

corresponding to 10.2±4.8±2.4 events. On the contrary,

no significant WS signal is observed for the B+ sample,

and we find R∗+
(Dπ0)K = (0.5±0.8±0.3)×10−2. The sys-

tematic errors are estimated using the same method as

for B± → DK±, separately for B+ and B− events. The

main systematic error on the asymmetry A∗(Dπ0)K is from

the uncertainty on the number of peaking B background

events for the WS channel. This source contributes±0.09

to A∗(Dπ0)K , and ∓0.3 × 10−2 to R∗
(Dπ0)K , where the

two quantities are anti-correlated. The other sources of

systematic uncertainties mostly cancel in the asymmetry

calculation, because they induce relative changes on R∗+

and R∗− which are 100% correlated. The final result for

the asymmetry is:

A∗(Dπ0)K = +0.77± 0.35± 0.12.

The asymmetry for D∗
Dπ0K has the opposite sign to the

asymmetry for DK, in agreement with the shift of ap-

proximately 180◦ between δB and δ∗B suggested by the

measurements of Refs. [5, 7].

For B → D∗
DγK, we have no significant signal and fit

R∗
(Dγ)K = (1.3± 1.4± 0.8)× 10

−2.

Expressed in terms of event yields, this result corresponds

to 5.9± 6.4± 3.2 events D∗
DγK WS. We fit 211± 19 RS

B− events and 244± 20 RS B+ events, and find for the

WS to RS ratios R∗−
(Dγ)K = (1.9± 2.3± 1.2)× 10−2 and

R∗+
(Dγ)K = (0.9 ± 1.6 ± 0.7) × 10−2. The corresponding

asymmetry is

A∗(Dγ)K = +0.36± 0.94
+0.25
−0.41.

VI. DISCUSSION

We use the B− → D(∗)K− analysis results and a fre-

quentist statistical approach [20] to extract information

on rB and r(∗)
B . In this technique a χ2 is calculated us-

ing the differences between the measured and theoretical

values (including systematic errors) of the various ADS

quantities from Eqs. (1), (4) and (5). We assume Gaus-

sian measurement uncertainties. This assumption was

checked to be valid and conservative at low rB values

with a full frequentist approach [5]. For B− → DK−, we

have for instance

χ2
= (R+

DK −R
+(th)
DK (rB , γ, δB , rD, δD))

2/σ2
R+

+ (R−
DK −R

−(th)
DK (rB , γ, δB , rD, δD))

2/σ2
R−

+ (r(m)
D − rD)

2/σ2
r

+ (δ(m)
D − δD)

2/σ2
δ , (9)

TABLE VIII: Constraints on r(∗)
B from the combined B− →

[Kπ]D(∗)K− ADS measurements.

Parameter 1σ meas. 90% C.L. upper limit
rB (9.5+5.1

−4.1)% < 16.7%
r∗B from
D∗0 → D0π0 (13.1+4.2

−6.1)% < 19.5%
D∗0 → D0γ (12.0+10.0

−12.0)% < 24.5%
all D∗0 decays (9.6+3.5

−5.1)% < 15.0%

where R±(th)
DK (rB , γ, δB , rD, δD) is given by Eq. (1), and

where the two last terms constrain rD and δD to the

values r(m)
D and δ(m)

D of Ref. [8] within their errors σr

and σδ. The choice of (R+
DK , R−

DK) rather than (RDK ,

ADK) is motivated by the fact that the set of vari-

ables (RDK , ADK) is not well-behaved (the uncertainty

on ADK depends on the central value of RDK), while

(R+
DK , R−

DK) are two statistically independent observ-

ables. In the same way, the two pairs of ADS observables

(R∗+
(Dπ0)K , R∗−

(Dπ0)K) and (R∗+
(Dγ)K , R∗−

(Dγ)K) are used to

extract r∗B , while accounting for the relative phase differ-

ence in the two D∗ decays [9]. We allow 0 ≤ r(∗)
B ≤ 1,

−180◦ ≤ γ ≤ 180◦, and −180◦ ≤ δ(∗)
B ≤ 180◦. The mini-

mum of the χ2 for the r(∗)
B , γ, δ(∗)

B , rD, and δD parameter

space is calculated first (χ2
min). We then scan the range

of r(∗)
B minimizing the χ2 (χ2

m) by varying δ(∗)
B , γ, rD,

and δD. A confidence level (C.L.) for rB is calculated

using ∆χ2 = χ2
m − χ2

min and one degree of freedom.

The results of this procedure are shown in Fig. 10 for

the C.L. curve as a function of r(∗)
B . The results are

summarized in Tab. VIII. For B− → [Kπ]DK−, we find

the minimum χ2 at rB = (9.5+5.1
−4.1)%. This leads to the

upper limit: rB < 16.7% at 90% C.L., to be compared

to rB < 23% at 90% C.L. for the previous ADS analysis

as performed by BABAR [4] with 232 × 106 BB pairs,

and to rB < 19% at 90% C.L. for the corresponding

ADS analysis as performed by Belle [6] with 657 × 106

BB pairs. We exclude rB = 0 with a C.L. of 95.3%.

Similarly, for B− → [Kπ]D∗K− we find r∗B = (9.6+3.5
−5.1)%.

This leads to the upper limit: r∗B < 15.0% at 90% C.L.,

to be compared to r∗B < 16% at 90% C.L. for the previous

BABAR ADS analysis [4]. We exclude r∗B = 0 with a C.L.

of 83.9%.

Using the above procedure we also determine the 2D

confidence intervals for γ vs δ(∗)
B shown in Figs. 11 and

12. Choosing the solution with 0 < γ < 180◦ favors a

positive sign for the strong phase δB (ADK < 0), and

a negative sign for the strong phase δ∗B (A∗(Dπ0)K > 0).

This result is in good agreement with the values of the

strong phases determined in Refs. [5, 7]. Finally, Fig.13

shows the C.L. curve as a function of γ when combining

the DK and D∗K results.
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TABLE VI: Summary of fit results for D(∗)K.

Mode DK D∗
Dπ0K D∗

DγK

Ratio of rates, R(∗)
DK (10−2) 1.1 ± 0.6 1.8 ± 0.9 1.3 ± 1.4

No. of signal events NWS 19 ± 10 10 ± 5 6 ± 6
No. of normalization events NRS 1755 ± 48 587 ± 28 455 ± 29

B+ Ratio of rates, R(∗)+
DK (10−2) 2.2 ± 0.9 0.5 ± 0.8 0.9 ± 1.6

B− Ratio of rates, R(∗)−
DK (10−2) 0.2 ± 0.6 3.7 ± 1.8 1.9 ± 2.3

Asymmetry A(∗)
DK −0.86 ± 0.47 0.77 ± 0.35 0.36 ± 0.94
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FIG. 7: Negative log-likelihood variation vs R(∗)
DK for B± → DK± (left), B± → D∗

Dπ0K± (center) and B± → D∗
DγK± (right).

Systematic uncertainties are not included.

sponding to 19.2± 7.9± 2.6 events. On the contrary, no

significant WS signal is observed for the B− sample, and

we fit R−DK = (0.2 ± 0.6 ± 0.2) × 10−2. The statistical

correlation between R+
DK and R−DK (or RDK and ADK)

is insignificant.

The systematic errors on the asymmetries are esti-

mated using the method discussed previously. The main

systematic error on ADK is from the uncertainty on the

number of peaking B background events for the WS

channel. This source contributes
+0.11
−0.14 to ADK , and

±0.08 × 10−2 to RDK , where the changes in the two

quantities are 100% negatively correlated (increasing the

peaking background increases ADK but decreases RDK).

The other sources of systematic uncertainty considered in

Table VII are 100% correlated between R+ and R−, and

mostly cancel in the asymmetry calculation. By com-

paring the number of B+ and B− events reconstructed

in the [K±π∓]Dπ± analysis, where no significant asym-

metry is expected, the uncertainty due to the detector

charge asymmetry is estimated to be below the 1% level.

Finally, we also account for a possible asymmetry of the

charmless B± → K±K∓π± peaking background. The

asymmetry of this background has been measured to be

0± 10% [19] and we estimate the corresponding system-

atic uncertainty by assuming a ±10% asymmetry of this

background. The final result for the asymmetry is:

ADK = −0.86± 0.47
+0.12
−0.16 .

TABLE VII: Summary of systematic uncertainties on R for
D(∗)K, in units of 10−2.

Error source ∆R(10−2) ∆R(10−2) ∆R(10−2)
DK D∗

Dπ0K D∗
DγK

Signal NN ±0.1 ±0.1 ±0.3
BB background NN ±0.1 ±0.3 ±0.4
qq̄ background NN ±0.1 ±0.1 ±0.1
BB comb. bkg shape (mES) ±0.1 ±0.1 ±0.1
Peaking background WS ±0.2 ±0.3 ±0.6
Peaking background RS ±0.0 ±0.1 ±0.1
Floating BB comb. bkg - ±0.1 ±0.2
Combined ±0.2 ±0.4 ±0.8

For B± → D∗
Dπ0K±, we find for the ratio of the WS

to RS decay rates

R∗(Dπ0)K = (1.8± 0.9± 0.4)× 10
−2.

Expressed in terms of event yields, the fit result is

10.3 ± 5.5 ± 2.4 WS events. The results of fits to sep-

arate B+ → D∗K+ and B− → D∗K− data samples are
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sponding to 19.2± 7.9± 2.6 events. On the contrary, no

significant WS signal is observed for the B− sample, and

we fit R−DK = (0.2 ± 0.6 ± 0.2) × 10−2. The statistical

correlation between R+
DK and R−DK (or RDK and ADK)

is insignificant.
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mated using the method discussed previously. The main

systematic error on ADK is from the uncertainty on the

number of peaking B background events for the WS

channel. This source contributes
+0.11
−0.14 to ADK , and

±0.08 × 10−2 to RDK , where the changes in the two

quantities are 100% negatively correlated (increasing the

peaking background increases ADK but decreases RDK).

The other sources of systematic uncertainty considered in

Table VII are 100% correlated between R+ and R−, and

mostly cancel in the asymmetry calculation. By com-

paring the number of B+ and B− events reconstructed

in the [K±π∓]Dπ± analysis, where no significant asym-

metry is expected, the uncertainty due to the detector

charge asymmetry is estimated to be below the 1% level.

Finally, we also account for a possible asymmetry of the

charmless B± → K±K∓π± peaking background. The

asymmetry of this background has been measured to be

0± 10% [19] and we estimate the corresponding system-

atic uncertainty by assuming a ±10% asymmetry of this

background. The final result for the asymmetry is:

ADK = −0.86± 0.47
+0.12
−0.16 .
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Signal NN ±0.1 ±0.1 ±0.3
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BB comb. bkg shape (mES) ±0.1 ±0.1 ±0.1
Peaking background WS ±0.2 ±0.3 ±0.6
Peaking background RS ±0.0 ±0.1 ±0.1
Floating BB comb. bkg - ±0.1 ±0.2
Combined ±0.2 ±0.4 ±0.8

For B± → D∗
Dπ0K±, we find for the ratio of the WS

to RS decay rates

R∗(Dπ0)K = (1.8± 0.9± 0.4)× 10
−2.

Expressed in terms of event yields, the fit result is

10.3 ± 5.5 ± 2.4 WS events. The results of fits to sep-

arate B+ → D∗K+ and B− → D∗K− data samples are
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FIG. 5: (color online). Projections on mES (a, b, c) and NN (d, e, f) of the fit results for DK (a, d), D∗
Dπ0K (b, e) and

D∗
DγK (c, f) RS decays, for samples enriched in signal with the requirements NN > 0.94 (mES projections) or 5.2725 < mES <

5.2875GeV/c2 (NN projections). The points with error bars are data. The curves represent the fit projections for signal plus
background (solid) and background (dashed).
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FIG. 6: (color online). Projections on mES (a, b, c) and NN (d, e, f) of the fit results for DK (a, d), D∗
Dπ0K (d, e) and D∗

DγK
(c, f) WS decays, for samples enriched in signal with the requirements NN > 0.94 (mES projections) or 5.2725 < mES <
5.2875GeV/c2 (NN projections). The points with error bars are data. The curves represent the fit projections for signal plus
background (solid), the sum of all background components (dashed), and qq̄ background only (dotted).

B± → DK±, we find for the ratio of the WS to RS
decay rates

RDK = (1.1± 0.6± 0.2)× 10−2.

Expressed in terms of event yields, the fit result is

19.4 ± 9.6 ± 3.5 WS events. The results of fits to sep-
arate B+ → DK+ and B− → DK− data samples are
given in Table VI. Projections of the fits to B+ and B−

data are shown in Figs. 8 and 9, respectively. We fit
R+

DK = (2.2±0.9±0.3)×10−2 for the B+ sample, corre-

B+

B-

B+

B-

B+

B-

Nsig = 19+-10 Nsig = 10+-5 Nsig = 6+-6
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• Use frequentist interpretation (similar to Dalitz plot method) to obtain weak 
phase γ and hadronic parameters r(*)B, δ(*)B from R(*)±

• low sensitivity to γ, good sensitivity to rB
22
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FIG. 10: (color online). Constraints on r(∗)
B from the com-

bined B− → [Kπ]D(∗)K−
ADS measurements. The solid

(dotted) curve shows the 1 minus the confidence level to ex-

clude the abscissa value as a function of r(∗)
B . The horizontal

lines show the exclusion limits at the 1 and 2 standard devi-

ation levels.
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(2.7± 1.4± 2.2)× 10−3, in good agreement with the ra-
tio RD of the suppressed to favored D0 → Kπ decay
rates, RD = (3.36 ± 0.08) × 10−3 [8]. Both the branch-
ing fraction ratios and the CP asymmetries measured
for those modes, ADπ = (3± 17± 4)× 10−2, A∗(Dπ0)π =
(9±27±5)×10−2 and A∗(Dγ)π = (65±55 +20

−24)×10−2, are
consistent with the expectations discussed in Section I.

We see indications of signals for the B → DK and
B → D∗

Dπ0K wrong-sign modes, with significances of
2.1σ and 2.2σ, respectively. The ratios of the WS to RS
branching fractions are measured to be RDK = (1.1 ±
0.6±0.2)×10−2 andR∗

(Dπ0)K = (1.8±0.9±0.4)×10−2 for
B → DK and B → D∗

Dπ0K, respectively. The separate
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tours on γ vs δ∗B from the combined B− → [Kπ]D∗K−
ADS

measurements.
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FIG. 13: (color online). Constraints on γ from the combined

B− → D(∗)
[K+π−]K−

ADS measurements. The solid curve

shows the (1-C.L.) to exclude the abscissa value. The hori-

zontal lines show the exclusion limits at the 1 and 2 standard

deviation levels.

measurements of R(∗)±
DK for B+ and B− events indicates

large CP asymmetries, with ADK = −0.86 ± 0.47 +0,12
−0.16

for B → DK and A∗(Dπ0)K = +0.77 ± 0.35 ± 0.12 for
B → D∗K, D∗ → Dπ0. For the B → D∗

DγK WS mode,
we see no statistically significant evidence of a signal. We
measure R∗

(Dγ)K = (1.3±1.4±0.8)×10−2 and A∗(Dγ)K =
+0.36± 0.94 +0.25

−0.41. These results are used to extract the
following constraints on r(∗)

B :

rB = (9.5+5.1
−4.1)%,

r∗B = (9.6+3.5
−5.1)%.

Assuming 0 < γ < 180◦, we also extract constraints
on the strong phases δ(∗)

B , in good agreement with other

17

B
(*)r

0 0.05 0.1 0.15 0.2 0.25 0.3

1-
 c

on
fid

en
ce

 le
ve

l

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

!1 

!2 

-K0D
-K0D*

B
(*)r

0 0.05 0.1 0.15 0.2 0.25 0.3

1-
 c

on
fid

en
ce

 le
ve

l

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

FIG. 10: (color online). Constraints on r(∗)
B from the com-

bined B− → [Kπ]D(∗)K−
ADS measurements. The solid

(dotted) curve shows the 1 minus the confidence level to ex-

clude the abscissa value as a function of r(∗)
B . The horizontal

lines show the exclusion limits at the 1 and 2 standard devi-

ation levels.
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tio RD of the suppressed to favored D0 → Kπ decay
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for those modes, ADπ = (3± 17± 4)× 10−2, A∗(Dπ0)π =
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measurements of R(∗)±
DK for B+ and B− events indicates

large CP asymmetries, with ADK = −0.86 ± 0.47 +0,12
−0.16

for B → DK and A∗(Dπ0)K = +0.77 ± 0.35 ± 0.12 for
B → D∗K, D∗ → Dπ0. For the B → D∗

DγK WS mode,
we see no statistically significant evidence of a signal. We
measure R∗

(Dγ)K = (1.3±1.4±0.8)×10−2 and A∗(Dγ)K =
+0.36± 0.94 +0.25

−0.41. These results are used to extract the
following constraints on r(∗)
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rB = (9.5+5.1
−4.1)%,

r∗B = (9.6+3.5
−5.1)%.
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(2.7± 1.4± 2.2)× 10−3, in good agreement with the ra-
tio RD of the suppressed to favored D0 → Kπ decay
rates, RD = (3.36 ± 0.08) × 10−3 [8]. Both the branch-
ing fraction ratios and the CP asymmetries measured
for those modes, ADπ = (3± 17± 4)× 10−2, A∗(Dπ0)π =
(9±27±5)×10−2 and A∗(Dγ)π = (65±55 +20

−24)×10−2, are
consistent with the expectations discussed in Section I.

We see indications of signals for the B → DK and
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Dπ0K wrong-sign modes, with significances of
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branching fractions are measured to be RDK = (1.1 ±
0.6±0.2)×10−2 andR∗
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measurements of R(∗)±
DK for B+ and B− events indicates
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−0.16

for B → DK and A∗(Dπ0)K = +0.77 ± 0.35 ± 0.12 for
B → D∗K, D∗ → Dπ0. For the B → D∗

DγK WS mode,
we see no statistically significant evidence of a signal. We
measure R∗

(Dγ)K = (1.3±1.4±0.8)×10−2 and A∗(Dγ)K =
+0.36± 0.94 +0.25

−0.41. These results are used to extract the
following constraints on r(∗)
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rB = (9.5+5.1
−4.1)%,

r∗B = (9.6+3.5
−5.1)%.

Assuming 0 < γ < 180◦, we also extract constraints
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• Use frequentist interpretation (similar to Dalitz plot method) to obtain weak 
phase γ and hadronic parameters r(*)B, δ(*)B from R(*)±

• low sensitivity to γ, good sensitivity to rB
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(2.7± 1.4± 2.2)× 10−3, in good agreement with the ra-
tio RD of the suppressed to favored D0 → Kπ decay
rates, RD = (3.36 ± 0.08) × 10−3 [8]. Both the branch-
ing fraction ratios and the CP asymmetries measured
for those modes, ADπ = (3± 17± 4)× 10−2, A∗(Dπ0)π =
(9±27±5)×10−2 and A∗(Dγ)π = (65±55 +20

−24)×10−2, are
consistent with the expectations discussed in Section I.

We see indications of signals for the B → DK and
B → D∗

Dπ0K wrong-sign modes, with significances of
2.1σ and 2.2σ, respectively. The ratios of the WS to RS
branching fractions are measured to be RDK = (1.1 ±
0.6±0.2)×10−2 andR∗
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measurements of R(∗)±
DK for B+ and B− events indicates

large CP asymmetries, with ADK = −0.86 ± 0.47 +0,12
−0.16

for B → DK and A∗(Dπ0)K = +0.77 ± 0.35 ± 0.12 for
B → D∗K, D∗ → Dπ0. For the B → D∗

DγK WS mode,
we see no statistically significant evidence of a signal. We
measure R∗

(Dγ)K = (1.3±1.4±0.8)×10−2 and A∗(Dγ)K =
+0.36± 0.94 +0.25

−0.41. These results are used to extract the
following constraints on r(∗)

B :

rB = (9.5+5.1
−4.1)%,

r∗B = (9.6+3.5
−5.1)%.

Assuming 0 < γ < 180◦, we also extract constraints
on the strong phases δ(∗)

B , in good agreement with other
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for B → DK and A∗(Dπ0)K = +0.77 ± 0.35 ± 0.12 for
B → D∗K, D∗ → Dπ0. For the B → D∗

DγK WS mode,
we see no statistically significant evidence of a signal. We
measure R∗

(Dγ)K = (1.3±1.4±0.8)×10−2 and A∗(Dγ)K =
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−0.41. These results are used to extract the
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DK for B+ and B− events indicates

large CP asymmetries, with ADK = −0.86 ± 0.47 +0,12
−0.16

for B → DK and A∗(Dπ0)K = +0.77 ± 0.35 ± 0.12 for
B → D∗K, D∗ → Dπ0. For the B → D∗

DγK WS mode,
we see no statistically significant evidence of a signal. We
measure R∗

(Dγ)K = (1.3±1.4±0.8)×10−2 and A∗(Dγ)K =
+0.36± 0.94 +0.25

−0.41. These results are used to extract the
following constraints on r(∗)

B :

rB = (9.5+5.1
−4.1)%,

r∗B = (9.6+3.5
−5.1)%.

Assuming 0 < γ < 180◦, we also extract constraints
on the strong phases δ(∗)

B , in good agreement with other
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Summary
• Recent progress on γ based on final BaBar dataset

• 〈γ〉 ~70° (consistent with SM CKM fits), precision 
(σγ~15°) dominated by the D(*)K(*) Dalitz analysis 
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FIG. 1: (color online). Contours at 39.3% (dark) and 86.5% (light) 2-dimensional CL in the (a) z∓, (b) z
∗
∓, and (c) zs∓ planes,

corresponding to one- and two-standard deviation regions (statistical only), for B− (solid lines) and B+ (dotted lines) decays.

changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
(∗)
∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP
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FIG. 2: (color online). 1 − CL as a function of γ for
B∓ → DK∓, B∓ → D∗K∓, and B∓ → DK∗∓ decays sep-
arately, and their combination, including statistical and sys-
tematic uncertainties. The dashed (upper) and dotted (lower)
horizontal lines correspond to the one- and two-standard de-
viation intervals, respectively.

TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]

D→KSh+h-
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equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]

D→KSh+h-



Summary
• Recent progress on γ based on final BaBar dataset

• 〈γ〉 ~70° (consistent with SM CKM fits), precision 
(σγ~15°) dominated by the D(*)K(*) Dalitz analysis 

• 3.5σ direct CPV evidence in B→D(*)K(*), D→KSh+h-

• 3.6σ direct CPV evidence in B→DCP+K
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FIG. 2: ∆E projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of
the B candidate: a) B−

→DCP+K−, b) B+
→DCP+K+, c)

B−
→DCP−K−, d) B+

→DCP−K+. The curves are the full
PDF (solid, blue), and B→Dπ (dash-dotted, green) stacked
on the remaining backgrounds (dotted, purple). The region
between the solid and the dash-dotted lines represents the
B→DK contribution. We show the subsets of the data sam-
ple in which the track h from the B decay is identified as a
kaon. We require candidates to lie inside the signal-enriched
region defined in Sec. IV, except for the plotted variable.
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FIG. 3: mES projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of the
B candidate: a) B−

→ DCP+K−, b) B+
→ DCP+K+, c)

B−
→ DCP−K−, d) B+

→ DCP−K+. We show the subsets
of the data sample in which the track h from the B decay is
identified as a kaon. See caption of Fig. 2 for line definitions.
Only a subrange of the whole fit range is shown in order to
provide a closer view of the signal peak.

rB and to eight alternative solutions for (γ, δB). To eval-
uate the confidence level of a certain truth parameter (for
example γ) at a certain value (γ0) we consider the value
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FIG. 2: ∆E projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of
the B candidate: a) B−

→DCP+K−, b) B+
→DCP+K+, c)

B−
→DCP−K−, d) B+

→DCP−K+. The curves are the full
PDF (solid, blue), and B→Dπ (dash-dotted, green) stacked
on the remaining backgrounds (dotted, purple). The region
between the solid and the dash-dotted lines represents the
B→DK contribution. We show the subsets of the data sam-
ple in which the track h from the B decay is identified as a
kaon. We require candidates to lie inside the signal-enriched
region defined in Sec. IV, except for the plotted variable.
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FIG. 3: mES projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of the
B candidate: a) B−

→ DCP+K−, b) B+
→ DCP+K+, c)

B−
→ DCP−K−, d) B+

→ DCP−K+. We show the subsets
of the data sample in which the track h from the B decay is
identified as a kaon. See caption of Fig. 2 for line definitions.
Only a subrange of the whole fit range is shown in order to
provide a closer view of the signal peak.

rB and to eight alternative solutions for (γ, δB). To eval-
uate the confidence level of a certain truth parameter (for
example γ) at a certain value (γ0) we consider the value
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FIG. 1: (color online). Contours at 39.3% (dark) and 86.5% (light) 2-dimensional CL in the (a) z∓, (b) z
∗
∓, and (c) zs∓ planes,

corresponding to one- and two-standard deviation regions (statistical only), for B− (solid lines) and B+ (dotted lines) decays.

changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
(∗)
∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP
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FIG. 2: (color online). 1 − CL as a function of γ for
B∓ → DK∓, B∓ → D∗K∓, and B∓ → DK∗∓ decays sep-
arately, and their combination, including statistical and sys-
tematic uncertainties. The dashed (upper) and dotted (lower)
horizontal lines correspond to the one- and two-standard de-
viation intervals, respectively.

TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]

D→KSh+h-



Summary
• Recent progress on γ based on final BaBar dataset

• 〈γ〉 ~70° (consistent with SM CKM fits), precision 
(σγ~15°) dominated by the D(*)K(*) Dalitz analysis 

• 3.5σ direct CPV evidence in B→D(*)K(*), D→KSh+h-

• 3.6σ direct CPV evidence in B→DCP+K

• Hint of ADS signal in B→DK and B→D*K
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FIG. 2: ∆E projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of
the B candidate: a) B−

→DCP+K−, b) B+
→DCP+K+, c)

B−
→DCP−K−, d) B+

→DCP−K+. The curves are the full
PDF (solid, blue), and B→Dπ (dash-dotted, green) stacked
on the remaining backgrounds (dotted, purple). The region
between the solid and the dash-dotted lines represents the
B→DK contribution. We show the subsets of the data sam-
ple in which the track h from the B decay is identified as a
kaon. We require candidates to lie inside the signal-enriched
region defined in Sec. IV, except for the plotted variable.
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FIG. 3: mES projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of the
B candidate: a) B−

→ DCP+K−, b) B+
→ DCP+K+, c)

B−
→ DCP−K−, d) B+

→ DCP−K+. We show the subsets
of the data sample in which the track h from the B decay is
identified as a kaon. See caption of Fig. 2 for line definitions.
Only a subrange of the whole fit range is shown in order to
provide a closer view of the signal peak.

rB and to eight alternative solutions for (γ, δB). To eval-
uate the confidence level of a certain truth parameter (for
example γ) at a certain value (γ0) we consider the value
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FIG. 2: ∆E projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of
the B candidate: a) B−

→DCP+K−, b) B+
→DCP+K+, c)

B−
→DCP−K−, d) B+

→DCP−K+. The curves are the full
PDF (solid, blue), and B→Dπ (dash-dotted, green) stacked
on the remaining backgrounds (dotted, purple). The region
between the solid and the dash-dotted lines represents the
B→DK contribution. We show the subsets of the data sam-
ple in which the track h from the B decay is identified as a
kaon. We require candidates to lie inside the signal-enriched
region defined in Sec. IV, except for the plotted variable.
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FIG. 3: mES projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of the
B candidate: a) B−

→ DCP+K−, b) B+
→ DCP+K+, c)

B−
→ DCP−K−, d) B+

→ DCP−K+. We show the subsets
of the data sample in which the track h from the B decay is
identified as a kaon. See caption of Fig. 2 for line definitions.
Only a subrange of the whole fit range is shown in order to
provide a closer view of the signal peak.

rB and to eight alternative solutions for (γ, δB). To eval-
uate the confidence level of a certain truth parameter (for
example γ) at a certain value (γ0) we consider the value
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FIG. 1: (color online). Contours at 39.3% (dark) and 86.5% (light) 2-dimensional CL in the (a) z∓, (b) z
∗
∓, and (c) zs∓ planes,

corresponding to one- and two-standard deviation regions (statistical only), for B− (solid lines) and B+ (dotted lines) decays.

changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
(∗)
∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP

 (deg)"
-150 -100 -50 0 50 100 150

1 
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!+ DK$ !+B
!+ D*K$ !+B
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FIG. 2: (color online). 1 − CL as a function of γ for
B∓ → DK∓, B∓ → D∗K∓, and B∓ → DK∗∓ decays sep-
arately, and their combination, including statistical and sys-
tematic uncertainties. The dashed (upper) and dotted (lower)
horizontal lines correspond to the one- and two-standard de-
viation intervals, respectively.

TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]

D→KSh+h-
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FIG. 5: (color online). Projections on mES (a, b, c) and NN (d, e, f) of the fit results for DK (a, d), D∗
Dπ0K (b, e) and

D∗
DγK (c, f) RS decays, for samples enriched in signal with the requirements NN > 0.94 (mES projections) or 5.2725 < mES <

5.2875GeV/c2 (NN projections). The points with error bars are data. The curves represent the fit projections for signal plus
background (solid) and background (dashed).
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FIG. 6: (color online). Projections on mES (a, b, c) and NN (d, e, f) of the fit results for DK (a, d), D∗
Dπ0K (d, e) and D∗

DγK
(c, f) WS decays, for samples enriched in signal with the requirements NN > 0.94 (mES projections) or 5.2725 < mES <
5.2875GeV/c2 (NN projections). The points with error bars are data. The curves represent the fit projections for signal plus
background (solid), the sum of all background components (dashed), and qq̄ background only (dotted).

B± → DK±, we find for the ratio of the WS to RS
decay rates

RDK = (1.1± 0.6± 0.2)× 10−2.

Expressed in terms of event yields, the fit result is

19.4 ± 9.6 ± 3.5 WS events. The results of fits to sep-
arate B+ → DK+ and B− → DK− data samples are
given in Table VI. Projections of the fits to B+ and B−

data are shown in Figs. 8 and 9, respectively. We fit
R+

DK = (2.2±0.9±0.3)×10−2 for the B+ sample, corre-

B± → [K∓π±]DK±



Summary
• Recent progress on γ based on final BaBar dataset

• 〈γ〉 ~70° (consistent with SM CKM fits), precision 
(σγ~15°) dominated by the D(*)K(*) Dalitz analysis 

• 3.5σ direct CPV evidence in B→D(*)K(*), D→KSh+h-

• 3.6σ direct CPV evidence in B→DCP+K

• Hint of ADS signal in B→DK and B→D*K

• Interference effects (r) confirmed to be small for 
charged B decays (0.1-0.2) 

17

E (GeV)!
-0.05 0 0.05 0.1

Ev
en

ts
 / 

( 0
.0

1 
G

eV
 )

0

10

20

30

40

50

60

E (GeV)!
-0.05 0 0.05 0.1

Ev
en

ts
 / 

( 0
.0

1 
G

eV
 )

0

10

20

30

40

50

60
- DK" -B

,-K+ K"D 
-#+# "D 

a)

E (GeV)!
-0.05 0 0.05 0.1

Ev
en

ts
 / 

( 0
.0

1 
G

eV
 )

0

10

20

30

40

50

60

E (GeV)!
-0.05 0 0.05 0.1

Ev
en

ts
 / 

( 0
.0

1 
G

eV
 )

0

10

20

30

40

50

60
+ DK" +B
,-K+ K"D 

-#+# "D 

b)

E (GeV)!
-0.05 0 0.05 0.1

Ev
en

ts
 / 

( 0
.0

1 
G

eV
 )

0
5

10
15
20
25
30
35
40
45

E (GeV)!
-0.05 0 0.05 0.1

Ev
en

ts
 / 

( 0
.0

1 
G

eV
 )

0
5

10
15
20
25
30
35
40
45 - DK" -B

,0#S
0 K"D 

,$S
0 K"D 
%S

0 K"D 

c)

E (GeV)!
-0.05 0 0.05 0.1

Ev
en

ts
 / 

( 0
.0

1 
G

eV
 )

0
5

10
15
20
25
30
35
40
45

E (GeV)!
-0.05 0 0.05 0.1

Ev
en

ts
 / 

( 0
.0

1 
G

eV
 )

0
5

10
15
20
25
30
35
40
45

+ DK" +B
,0#S

0 K"D 
,$S

0 K"D 
%S

0 K"D 

d)

FIG. 2: ∆E projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of
the B candidate: a) B−

→DCP+K−, b) B+
→DCP+K+, c)

B−
→DCP−K−, d) B+

→DCP−K+. The curves are the full
PDF (solid, blue), and B→Dπ (dash-dotted, green) stacked
on the remaining backgrounds (dotted, purple). The region
between the solid and the dash-dotted lines represents the
B→DK contribution. We show the subsets of the data sam-
ple in which the track h from the B decay is identified as a
kaon. We require candidates to lie inside the signal-enriched
region defined in Sec. IV, except for the plotted variable.
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FIG. 3: mES projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of the
B candidate: a) B−

→ DCP+K−, b) B+
→ DCP+K+, c)

B−
→ DCP−K−, d) B+

→ DCP−K+. We show the subsets
of the data sample in which the track h from the B decay is
identified as a kaon. See caption of Fig. 2 for line definitions.
Only a subrange of the whole fit range is shown in order to
provide a closer view of the signal peak.

rB and to eight alternative solutions for (γ, δB). To eval-
uate the confidence level of a certain truth parameter (for
example γ) at a certain value (γ0) we consider the value
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FIG. 2: ∆E projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of
the B candidate: a) B−

→DCP+K−, b) B+
→DCP+K+, c)

B−
→DCP−K−, d) B+

→DCP−K+. The curves are the full
PDF (solid, blue), and B→Dπ (dash-dotted, green) stacked
on the remaining backgrounds (dotted, purple). The region
between the solid and the dash-dotted lines represents the
B→DK contribution. We show the subsets of the data sam-
ple in which the track h from the B decay is identified as a
kaon. We require candidates to lie inside the signal-enriched
region defined in Sec. IV, except for the plotted variable.
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FIG. 3: mES projections of the fits to the data, split into
subsets of definite CP of the D candidate and charge of the
B candidate: a) B−

→ DCP+K−, b) B+
→ DCP+K+, c)

B−
→ DCP−K−, d) B+

→ DCP−K+. We show the subsets
of the data sample in which the track h from the B decay is
identified as a kaon. See caption of Fig. 2 for line definitions.
Only a subrange of the whole fit range is shown in order to
provide a closer view of the signal peak.

rB and to eight alternative solutions for (γ, δB). To eval-
uate the confidence level of a certain truth parameter (for
example γ) at a certain value (γ0) we consider the value
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∓, and (c) zs∓ planes,

corresponding to one- and two-standard deviation regions (statistical only), for B− (solid lines) and B+ (dotted lines) decays.

changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
(∗)
∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP
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FIG. 2: (color online). 1 − CL as a function of γ for
B∓ → DK∓, B∓ → D∗K∓, and B∓ → DK∗∓ decays sep-
arately, and their combination, including statistical and sys-
tematic uncertainties. The dashed (upper) and dotted (lower)
horizontal lines correspond to the one- and two-standard de-
viation intervals, respectively.

TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]
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FIG. 5: (color online). Projections on mES (a, b, c) and NN (d, e, f) of the fit results for DK (a, d), D∗
Dπ0K (b, e) and

D∗
DγK (c, f) RS decays, for samples enriched in signal with the requirements NN > 0.94 (mES projections) or 5.2725 < mES <

5.2875GeV/c2 (NN projections). The points with error bars are data. The curves represent the fit projections for signal plus
background (solid) and background (dashed).
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FIG. 6: (color online). Projections on mES (a, b, c) and NN (d, e, f) of the fit results for DK (a, d), D∗
Dπ0K (d, e) and D∗

DγK
(c, f) WS decays, for samples enriched in signal with the requirements NN > 0.94 (mES projections) or 5.2725 < mES <
5.2875GeV/c2 (NN projections). The points with error bars are data. The curves represent the fit projections for signal plus
background (solid), the sum of all background components (dashed), and qq̄ background only (dotted).

B± → DK±, we find for the ratio of the WS to RS
decay rates

RDK = (1.1± 0.6± 0.2)× 10−2.

Expressed in terms of event yields, the fit result is

19.4 ± 9.6 ± 3.5 WS events. The results of fits to sep-
arate B+ → DK+ and B− → DK− data samples are
given in Table VI. Projections of the fits to B+ and B−

data are shown in Figs. 8 and 9, respectively. We fit
R+

DK = (2.2±0.9±0.3)×10−2 for the B+ sample, corre-

B± → [K∓π±]DK±



Outlook

• Close to last word from BaBar

• still statistically limited (need ≈100x to reach σγ=1°)

• BaBar “legacy” γ average from GLW, ADS and GGSZ methods in progress
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FIG. 1: (color online). Contours at 39.3% (dark) and 86.5% (light) 2-dimensional CL in the (a) z∓, (b) z
∗
∓, and (c) zs∓ planes,

corresponding to one- and two-standard deviation regions (statistical only), for B− (solid lines) and B+ (dotted lines) decays.

changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
(∗)
∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP
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FIG. 2: (color online). 1 − CL as a function of γ for
B∓ → DK∓, B∓ → D∗K∓, and B∓ → DK∗∓ decays sep-
arately, and their combination, including statistical and sys-
tematic uncertainties. The dashed (upper) and dotted (lower)
horizontal lines correspond to the one- and two-standard de-
viation intervals, respectively.

TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]
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3. calculate ∆χ2′ of the toy result as in the first step,
i.e. minimize again with respect to δB and rB;

4. calculate (1 − CL) as the fraction of toy results
which perform better than the measured data, i.e.
1 − CL = N(∆χ2 > ∆χ2′)/Ntoy.

Figures 6 and 7 illustrate 1-CL as a function of γ and rB

as obtained from this study. From these distributions we
extract 68% and 95% CL confidence intervals for γ and
rB , as summarized in Table VII. Due to the γ ↔ δB am-
biguity of the GLW method, the 1D CL intervals for δB

are identical to those for γ. At the 68% CL we are able to
distinguish six out of eight solutions for γ (and δB), two
of which are in good agreement with the current world
averages [25]. At the 95% CL we are able to exclude the
intervals [0◦, 7.0◦], [173.0◦, 187.0◦] and [353.0◦, 360◦] for
γ and δB. For rB we deduce at 68% CL:

rB = 0.35+0.10
−0.11(stat + syst). (46)

TABLE VII: 68% and 95% CL intervals for the parameters γ,
and rB , taking into account both statistical and systematic
uncertainties. The confidence intervals for δB are identical to
those for γ due to the intrinsic γ ↔ δB ambiguity of the GLW
method.

γ mod 180 [◦] rB

68% CL [11.3, 22.7] [0.24, 0.45]
[80.9, 99.1]

[157.3, 168.7]
95% CL [7.0, 173.0] [0.06, 0.51]

In order to facilitate the future combination of these
measurements with the results of the Dalitz plot analysis
of B± → DK±, D → K0

S
h+h− decays (h = π, K) [16],

we recompute the GLW parameters after excluding from
the nominal fit the DCP− → K0

S
φ (φ → K+K−) sub-

sample. The sample obtained in this way is statistically
independent of that selected in [16]. The final values of
the GLW parameters that we measure in this case are:

ACP+ = 0.25 ± 0.06(stat) ± 0.02(syst) , (47)

ACP− = −0.08± 0.07(stat) ± 0.02(syst) , (48)

RCP+ = 1.18 ± 0.09(stat) ± 0.05(syst) , (49)

RCP− = 1.03 ± 0.09(stat) ± 0.04(syst) . (50)

The statistical correlations among these four quantities
are:

C(stat)[&y] =







1 0 −0.08 0
1 0 0.04

1 0.09
1






, (51)

and the systematic correlations are

C(syst)[&y] =







1 0.42 −0.07 0
1 0 0

1 0.12
1






. (52)
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FIG. 6: 1-CL as a function of γ (top) and rB (bottom).
Both statistical and systematic uncertainties are taken into
account. For the angle γ, the plot is identical in the range
[180◦, 360◦]. The horizontal lines show the 68% CL (dashed)
and the 95% CL (dotted). Due to the symmetry of Eqns. 3
and 4 the plot for the strong phase δB is identical to the one
for γ.

To compare the results obtained after removing the
DCP− → K0

S
φ subsample with those from the B± →

DK±, D → K0
S
h+h− analyses, which are expressed in

terms of the variables x± = rB cos(δB ± γ) and y± =
rB sin(δB ± γ), we use the GLW parameters measured
in this way to determine the quantities x± through the
relations:

x± =
1

4
[RCP+(1 ∓ ACP+) − RCP−(1 ∓ ACP−)] . (53)

We obtain

x+ = −0.057± 0.039(stat)± 0.015(syst) , (54)

x− = 0.132± 0.042(stat)± 0.018(syst) . (55)

These results are in good agreement with the current
world averages [21] and have precision close to the single
most precise measurements [16]. We also measure r2

B ,
which provides a constraint on x± and y± via r2

B = x2
± +

y2
±, from

r2
B =

1

2
(RCP+ + RCP− − 2) . (56)

We determine:

r2
B = 0.105 ± 0.067(stat)± 0.035(syst) . (57)
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FIG. 10: (color online). Constraints on r(∗)
B from the com-

bined B− → [Kπ]D(∗)K−
ADS measurements. The solid

(dotted) curve shows the 1 minus the confidence level to ex-

clude the abscissa value as a function of r(∗)
B . The horizontal

lines show the exclusion limits at the 1 and 2 standard devi-

ation levels.
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FIG. 11: (color online). One minus confidence level isocon-

tours on γ vs δB from the B− → [Kπ]DK−
ADS measure-

ment.

(2.7± 1.4± 2.2)× 10−3, in good agreement with the ra-
tio RD of the suppressed to favored D0 → Kπ decay
rates, RD = (3.36 ± 0.08) × 10−3 [8]. Both the branch-
ing fraction ratios and the CP asymmetries measured
for those modes, ADπ = (3± 17± 4)× 10−2, A∗(Dπ0)π =
(9±27±5)×10−2 and A∗(Dγ)π = (65±55 +20

−24)×10−2, are
consistent with the expectations discussed in Section I.

We see indications of signals for the B → DK and
B → D∗

Dπ0K wrong-sign modes, with significances of
2.1σ and 2.2σ, respectively. The ratios of the WS to RS
branching fractions are measured to be RDK = (1.1 ±
0.6±0.2)×10−2 andR∗

(Dπ0)K = (1.8±0.9±0.4)×10−2 for
B → DK and B → D∗

Dπ0K, respectively. The separate
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FIG. 12: (color online). One minus confidence level isocon-

tours on γ vs δ∗B from the combined B− → [Kπ]D∗K−
ADS

measurements.
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FIG. 13: (color online). Constraints on γ from the combined

B− → D(∗)
[K+π−]K−

ADS measurements. The solid curve

shows the (1-C.L.) to exclude the abscissa value. The hori-

zontal lines show the exclusion limits at the 1 and 2 standard

deviation levels.

measurements of R(∗)±
DK for B+ and B− events indicates

large CP asymmetries, with ADK = −0.86 ± 0.47 +0,12
−0.16

for B → DK and A∗(Dπ0)K = +0.77 ± 0.35 ± 0.12 for
B → D∗K, D∗ → Dπ0. For the B → D∗

DγK WS mode,
we see no statistically significant evidence of a signal. We
measure R∗

(Dγ)K = (1.3±1.4±0.8)×10−2 and A∗(Dγ)K =
+0.36± 0.94 +0.25

−0.41. These results are used to extract the
following constraints on r(∗)

B :

rB = (9.5+5.1
−4.1)%,

r∗B = (9.6+3.5
−5.1)%.

Assuming 0 < γ < 180◦, we also extract constraints
on the strong phases δ(∗)

B , in good agreement with other

B→DK GLWB→D(*)K(*) GGSZ B→D(*)K ADS

+ older results from: B→D*K GLW, B→DK* GLW+ADS, B0→DK*0 ADS+GGSZ



More details..
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• K, π identification: ~85% efficiency, 3% misidentification

• D0: |m-mPDG|<20 MeV

• D*0: |Δm-ΔmPDG|<4 MeV (Dπ0), 15 MeV (Dγ)

• B: mES in [5.2, 5.29) GeV, |ΔE|<40 MeV 

• vetoes for B-→D[K-K+]π- and  B-→D[K-π+]K-: |m-mPDG(D)|<20 MeV

• arbitration (<multiplicity> ~1.4 in DK and ~2 in D*K): min |ΔE|

• ε=27% (DK), 13% (Dπ0K), 17% (DγK)

• remaining peaking bkg (undistinguishable from signal): 

• charmless B-→K-K+π-, estimated from BF(PDF) and efficiency(MC), checked 
with D mass sidebands (6.0+-0.8 for DK, negligible for D(*)K) 

• B-→Dh- failing the vetoes: 2.6+-0.4

• other B decays: 4+-3 events (fit to mES in BB MC)



• Use L0, L2, cos(θT*), cos(θB*), and additionally:

• Δt between two B decays: ~τB for signal, ~0 for bkg (random combinations of 
particles assigned to B and ROE)

•                                                          : ~0 for signal (tracks from ROE randomly 

assigned to 2 hemispheres); [2/3 - (1-1)] - [-2/3 - 1] = 7/3 for fake B+

•                         : ~ -1 for signal (K- often produced from other B- in b→c→s), ~0 

for bkg (typically no additional kaons) 

• invariant mass between K from B and highest momentum lepton (0 if no l): fewer 
leptons in cc ̅, from D→Klν 

ADS: NN variables for cc̅ suppression
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FIG. 2: (color online). Signal and background distributions of the neural network output, and results of the NN verifications
for DK (a), D(∗)K (b, c), Dπ (d) and D(∗)π (e, f) candidates. (a,d): Dh± right-sign candidates, signal-enriched by a cut on
the ∆E, mES signal region. Shaded plain histograms are MC expectations for qq̄ background (dark gray/blue), bb̄ background
(middle gray/green) and B± → Dh± signal events (light gray/yellow). Points with error bars are on-peak data. (b,e): D(∗)h±

wrong-sign background. (c,f): D(∗)h± right-sign background. Plots b, c, e, and f are normalized to unity. The dotted line
histograms show the distribution of simulated continuum events. The off-peak data used to check the NN are overlaid as data
points. To increase the statistics, the mES and ∆E requirements on the off-peak and continuum MC events have been relaxed,
and Dh± and D∗h± contributions have been summed.

In the same figure, the NN spectra of background control
samples (off-peak data) are compared with expectations
from continuum qq̄ MC. Since we do not expect these dis-
tributions to be exactly the same for the right-sign and
wrong-sign background samples, they are shown sepa-
rately for the [K±π∓]D(∗)K

∓(Fig. 2(b)), [K∓π±]D(∗)K
∓

(Fig. 2(c)), [K±π∓]D(∗)π∓(Fig. 2(e)) and [K∓π±]D(∗)π∓

(Fig. 2(f)) channels. To increase the statistics, the mES

and ∆E requirements on the off-resonance and contin-
uum MC events have been relaxed, and the Dh

± and
D
∗
h
± contributions have been summed, after checking

that they are in agreement with each other. Good agree-
ment between data and the simulation is observed in
all channels. Good agreement between the D

(∗)
K and

the D
(∗)π background NN distributions is also visible in

Fig. 2, while on the contrary the background NN distri-
bution of wrong-sign decays is clearly different from the
background NN distribution of right-sign decays. We
have examined the distributions of all variables used in
the neural network, and found good agreement between
the simulation and the data control samples. Finally,
we examined the NN distributions in the signal MC for
the different B signal channels, right-sign and wrong-sign
separately (Dπ, D

∗π, DK, D
∗
K) and did not observe

any significant difference between these channels.

C. Fitting for event yields and R(∗)

The ratios R(∗) are extracted by performing extended
unbinned maximum likelihood fits to the set of variables
mES, NN , and Isign, where Isign is a discrete variable
equal to 0 for WS events and to 1 for RS events. We
write the extended likelihood L as

L =
e
−N �

N !
N
�N

N�

j=1

f(xj |θ),

where the vector x indicates the variables (mES, NN , and
Isign) and θ indicates the set of parameters which are
fitted from the data. N is the total number of signal and
background events, and N

� =
�

i Ni is the expectation
value for the total number of events. The sum runs over
the different signal and background categories i which
will be detailed below. The probability density function
(PDF) f(xj |θ) is written as the sum over the different
signal and background categories

f(xj |θ, N �) =
�

i Nifi(xj |θ)
N � ,

where fi(x|θ) is the product F (mES)×G(NN)×H(Isign)
of an mES component F (mES), a NN component G(NN)
and a two-bin histogram H(Isign) set to (1,0) for the WS

D

K+

ROE

K-

π+

K+

K-

π+

c̅

c

∆q =
D hemi�

i/∈B

qtrki −
other hemi�

i/∈B

qtrki

qB ×
�

i/∈B

qKi
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TABLE VI: Summary of fit results for D(∗)K.

Mode DK D∗
Dπ0K D∗

DγK

Ratio of rates, R(∗)
DK (10−2) 1.1 ± 0.6 1.8 ± 0.9 1.3 ± 1.4

No. of signal events NWS 19 ± 10 10 ± 5 6 ± 6
No. of normalization events NRS 1755 ± 48 587 ± 28 455 ± 29

B+ Ratio of rates, R(∗)+
DK (10−2) 2.2 ± 0.9 0.5 ± 0.8 0.9 ± 1.6

B− Ratio of rates, R(∗)−
DK (10−2) 0.2 ± 0.6 3.7 ± 1.8 1.9 ± 2.3

Asymmetry A(∗)
DK −0.86 ± 0.47 0.77 ± 0.35 0.36 ± 0.94
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FIG. 7: Negative log-likelihood variation vs R(∗)
DK for B± → DK± (left), B± → D∗

Dπ0K± (center) and B± → D∗
DγK± (right).

Systematic uncertainties are not included.

sponding to 19.2± 7.9± 2.6 events. On the contrary, no

significant WS signal is observed for the B− sample, and

we fit R−DK = (0.2 ± 0.6 ± 0.2) × 10−2. The statistical

correlation between R+
DK and R−DK (or RDK and ADK)

is insignificant.

The systematic errors on the asymmetries are esti-

mated using the method discussed previously. The main

systematic error on ADK is from the uncertainty on the

number of peaking B background events for the WS

channel. This source contributes
+0.11
−0.14 to ADK , and

±0.08 × 10−2 to RDK , where the changes in the two

quantities are 100% negatively correlated (increasing the

peaking background increases ADK but decreases RDK).

The other sources of systematic uncertainty considered in

Table VII are 100% correlated between R+ and R−, and

mostly cancel in the asymmetry calculation. By com-

paring the number of B+ and B− events reconstructed

in the [K±π∓]Dπ± analysis, where no significant asym-

metry is expected, the uncertainty due to the detector

charge asymmetry is estimated to be below the 1% level.

Finally, we also account for a possible asymmetry of the

charmless B± → K±K∓π± peaking background. The

asymmetry of this background has been measured to be

0± 10% [19] and we estimate the corresponding system-

atic uncertainty by assuming a ±10% asymmetry of this

background. The final result for the asymmetry is:

ADK = −0.86± 0.47
+0.12
−0.16 .

TABLE VII: Summary of systematic uncertainties on R for
D(∗)K, in units of 10−2.

Error source ∆R(10−2) ∆R(10−2) ∆R(10−2)
DK D∗

Dπ0K D∗
DγK

Signal NN ±0.1 ±0.1 ±0.3
BB background NN ±0.1 ±0.3 ±0.4
qq̄ background NN ±0.1 ±0.1 ±0.1
BB comb. bkg shape (mES) ±0.1 ±0.1 ±0.1
Peaking background WS ±0.2 ±0.3 ±0.6
Peaking background RS ±0.0 ±0.1 ±0.1
Floating BB comb. bkg - ±0.1 ±0.2
Combined ±0.2 ±0.4 ±0.8

For B± → D∗
Dπ0K±, we find for the ratio of the WS

to RS decay rates

R∗(Dπ0)K = (1.8± 0.9± 0.4)× 10
−2.

Expressed in terms of event yields, the fit result is

10.3 ± 5.5 ± 2.4 WS events. The results of fits to sep-

arate B+ → D∗K+ and B− → D∗K− data samples are

• R:

• signal NN: replace PDF from MC OS DK with that from SS Dpi data sample

• non-peaking BB bkg NN: replace PDF from DK with that from BB MC

• qq bkg NN: use off-peak data

• BB comb bkg shape: vary ARGUS param

• peaking bkg: vary by +-1σ BFs, yields

• BB comb. bkg (fixed in D*K): vary by +-25%

• A: 

• detector charge asymmetry: +-0.01 (from Dpi control sample)

• WS peaking bkg (indendent B+ and B- Poisson fluctuations): +0.11 -0.14

• K-K+π- peaking bkg Acp (0+-10%)
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• improvements: +22% more data; +30% from no cut on Fisher; +10-15% from 
inclusion of dE/dx likelihood for DK/Dpi discrimination; +20% reco efficiency

• π0: |m-mPDG|<2.5σ (σ~6 MeV); E>O(200) MeV

• KS: |m-mPDG|<2.5σ (σ~2.1 MeV); flight length significance>2

• ϕ: |m-mPDG|<6.5 MeV (σ~1 MeV, Γ~4.3 MeV); |cosθhel|>0.4

• ω: |m-mPDG|<17 MeV (σ~6.9 MeV, Γ~8.5 MeV); cos2θNsin2θππ>0.046

• D0: |m-mPDG|<2σ (6-45MeV); |cosθD|<0.74 (ππ), 0.99 (KSπ0)

• B: mES in [5.2, 5.29) GeV, -80<ΔE<120 MeV (~1.5σ)

• arbitration (multiple candidates in ~16% of events): min χ2(B, D, ω, ϕ, KS, π0) 
(probability > 98%, no impact on mD shape)

• ε=10-44% (CP), 52% (CA)

11

TABLE II: Reconstruction efficiency for B → DK from sim-
ulated events. We also quote the efficiency and purity in a
signal-enriched subsample (see text for details).

D0 mode Efficiency after Efficiency in Purity in
full selection signal-enriched signal-enriched

subsample subsample
K−π+ 52% 22% 96%
K+K− 44% 18% 85%
π+π− 38% 17% 68%
K0

Sπ0 24% 10% 83%
K0

Sφ 20% 9% 91%
K0

Sω 10% 4% 71%

V. MAXIMUM LIKELIHOOD FIT

We measure R(±)
K/π and ACP± using simultaneous ex-

tended and unbinned maximum likelihood fits to the dis-
tributions of the three variables ∆E, mES, and F of B
candidates selected in data. The dataset is split into
24 subgroups by means of three discrete variables: the
charge η = ±1 of the reconstructed B meson (×2 sub-
groups); the two-body D decay final state X (×6), allow-
ing for a more accurate description of the corresponding
probability density functions compared to the larger CP±
subgroups; and a PID variable denoting whether or not
the track h from the B passes (p) or fails (f) charged
kaon identification criteria (×2). The pion misidentifi-
cation rate of these criteria is determined directly from
data as described later, and is expected from simulation
to be around 2%. The corresponding kaon identification
efficiency is (77 ± 1)%, as determined from the signal
MC samples after weighting the bidimensional distribu-
tion of the momentum and polar angle of the track h by
the ratio of the analogous distributions observed in MC
and data kaon control samples. The uncertainty on the
kaon identification efficiency is dominated by the system-
atic contribution from the uncertainties on the weights.
We perform in total three simultaneous fits to these 24
subgroups: one fit for the two CP -even D final states
(8 subgroups), one for the three CP -odd D final states
(12 subgroups), and one for the D → Kπ decay (4 sub-
groups).

The likelihood function L for each of these simultane-
ous fits has the form

L(#ν) =
e−NNn

n!

∏

s

Ns
∏

i=1

Ps(mES,i, ∆Ei,Fi;#ν), (11)

where s ranges over the subgroups under consideration,
Ns is the number of events in subgroup s, n is the total
number of events in the fit n =

∑

s Ns, and N is the
expected number of events. We minimize − lnL with
respect to the set of fit parameters #ν specified later.
The probability Ps,i ≡ Ps(mESi, ∆Ei,Fi) for an event
i is the sum of six signal and background components:
B± → DK± signal, B± → Dπ± signal, background can-

didates from e+e− → qq events, irreducible background
arising from charmless B± → XK± and B± → Xπ± de-
cays, and background candidates from other BB events
(reducible BB background):

NsPs,i = NDπ
s PDπ

s,i + NDK
s PDK

s,i +

N qq
s Pqq

s,i + NBB
s PBB

s,i +

NXπ
s PXπ

s,i + NXK
s PXK

s,i , (12)

where the N j
s are the expected yields in each component

j. In case of negligible correlations among the fit vari-
ables, each probability density function (PDF) P factor-
izes as:

P(mES, ∆E,F) = P(mES)P(∆E)P(F). (13)

The irreducible BB background originates from events
where a B meson decays to the same final state Xh as
the signal, but without the production of an intermediate
charmed meson in the decay chain. When exploiting the
∆E, mES, and F variables, this background is therefore
indistinguishable from the signal. As an example, the
decay B± → K+K−K± (X = K+K−) is an irreducible
background for B± → DCP+K±, DCP+ → K+K−.
As described later in Section VI, the irreducible back-
ground yield can be estimated by studying sideband re-
gions of the D candidate invariant mass distribution,
and can then be fixed in the final fit, where we assume
PDh

i = PXh
i .

We express the signal yield parameters NDK
s and

NDπ
s through the CP asymmetries AX

DK and AX
Dπ of

B± → DK±, D→X and B± → Dπ±, D→X , their
branching fraction ratios, RX

K/π, the total number NDπ
tot,X

of B± → Dπ±, D → X signal events, the true kaon iden-
tification efficiency ε of the PID selector, and the pion
misidentification rate m of the PID selector:

NDK
η,p,X =

1

2

(

1 − ηAX
DK

)

NDπ
tot,X RX

K/π ε , (14)

NDK
η,f,X =

1

2

(

1 − ηAX
DK

)

NDπ
tot,X RX

K/π (1 − ε) , (15)

NDπ
η,p,X =

1

2

(

1 − ηAX
Dπ

)

NDπ
tot,X m , (16)

NDπ
η,f,X =

1

2

(

1 − ηAX
Dπ

)

NDπ
tot,X (1 − m) . (17)

Because the ratios RX
K/π are small, the fit is not able

to determine the value of ε. Therefore we fix it to the
aforementioned value of ε = (77 ± 1)%. The reconstruc-
tion and selection efficiencies for true B± → DK± and
B± → Dπ± candidates, where the D meson decays to the
same final state, are assumed to be identical. A system-
atic uncertainty is assigned due to this assumption (see
Section VII). The simultaneous fit to the two CP -even
modes constrains

Aπ+π−

DK = AK+K−

DK ≡ ACP+ , (18)

Rπ+π−

K/π = RK+K−

K/π ≡ R+
K/π , (19)
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Overall

RCP vs R:

15

be corrected by a factor

Atrue
CP = Aobs

CP ·
1 + fε|z|2R′

1 − fε|z|2
, (27)

Rtrue
K/π = Robs

K/π ·
1 + fε|z|2

1 + fε|z|2R′
. (28)

Here, R′ is the ratio of the R±
K/π values, where R−

K/π

is taken from a single fit to the D0 → K0
S
π0 final state

only (as opposed to using all three CP− final states un-

der study), R′ = R+
K/π/R

K0
Sπ0

K/π , and fε = εsig/εbkg is the
ratio of the efficiencies of the selection criterion on the
helicity angles: fε,K0

S
ω = 0.71 and fε,K0

S
φ = 0.64. To ap-

ply these corrections, we first perform a fit of the K0
S
π0

final state alone to obtain R
K0

Sπ0

K/π . We then perform the
simultaneous fit of the CP+ final states, from which we
take the value of R+

K/π . Finally, we include the correc-
tion factors into the CP− final PDF, which will allow the
likelihood fitter to correctly estimate their influence. The
parameter |z|2 in Eqns. 27 and 28 is extracted from fits
of the helicity angle distributions in the D0 → K0

S
ω and

D0 → K0
S
φ subsamples to the function |z|2+3 cos2 θ [29].

We subtract the background expected from the Monte
Carlo simulation, which has been rescaled to match the
data. We find |z|2 = 0.065 ± 0.033 in the case of K0

S
ω,

and |z|2 = 0.217 ± 0.063 in the case of K0
S
φ. The un-

certainties contain propagated uncertainties due to the
background subtraction. The resulting corrections are:

Atrue
CP (K0

S
ω) = Aobs

CP (K0
S

ω) × (1.105 ± 0.056) , (29)

Atrue
CP (K0

S
φ) = Aobs

CP (K0
S

φ) × (1.35 ± 0.12) , (30)

Rtrue
K/π(K0

S
ω) = Robs

K/π(K0
S

ω) × (0.9929± 0.0066) , (31)

Rtrue
K/π(K0

S
φ) = Robs

K/π(K0
S

φ) × (0.981 ± 0.016) . (32)

In order to assign systematic uncertainties, we propagate
the uncertainties on the correction factors into the final
result.

When calculating RCP through Eq. 5 one has to take
into account that this equation is an approximation. We
define the double ratios used to approximate RCP± as
R±. They are given by

R± =
Γ(B− → DCP±K−) + Γ(B+ → DCP±K+)

Γ(B− → DfK−) + Γ(B+ → DfK+)

×
Γ(B− → Dfπ−) + Γ(B+ → Dfπ+)

Γ(B− → DCP±π−) + Γ(B+ → DCP±π+)
,(33)

where Df denotes the K−π+ final state. These can be
written as

R± =
1 + r2

B ± 2rB cos δB cos γ

1 + r2
Br2

D + 2rBrD cos(δB−δD) cos γ

×
1 + r2

Bπr2
D + 2rBπrD cos(δBπ−δD) cos γ

1 + r2
Bπ ± 2rBπ cos δBπ cos γ

,(34)

where rBπ and δBπ are defined, in analogy to rB and δB,
as rBπei(δBπ−γ) = A(B− → D0π−)/A(B− → D0π−),
while rD and δD are defined as rDeiδD = A(D0 →
K−π+)/A(D0 → K−π+). We write Eq. 34 in the
form R± = RCP± × (1 + Rc), and we assign a relative
systematic uncertainty based on the value of the cor-
rection Rc. Taking sin θC = 0.2257 ± 0.0010 (where
θC is the Cabibbo angle) and rB=0.104+0.015

−0.025 from [3],
and expressing rD = |VcdVus|/|VudVcs| = tan2 θC , and
rBπ = rB tan2 θC , we find Rc ≈ 4rB tan2 θC ≈ 2.2%.
Here, we have conservatively assumed values for the co-
sine terms which maximize Rc. We thus assign a relative
uncertainty of 2.2% to the values of RCP , fully correlated
between RCP+ and RCP−.

We also consider the influence on the measured value of
ACP of misreconstructed signal B candidates, i.e. candi-
dates reconstructed, in events containing a true B → DK
decay with D decaying to the same final state X as the
reconstructed candidate, from random combinations of
particles produced in the true B → DK decay and the
particles of the ROE. The fraction of these candidates
ranges from 0.3% to 12% in simulated B± → DCP K±

events, depending on the channel. Since we treat this
component as signal, we implicitly assume that its charge
asymmetry is equal to the asymmetry in the signal com-
ponent. We use simulated signal events to estimate the
ratio between misreconstructed and true B+ → DK+

candidates and the ratio between misreconstructed and
true B− → DK− candidates, and find these two quanti-
ties to differ by less than 0.1%, from which we derive an
upper limit on the difference between the observed and
the true value of ACP .

The yield double ratios RCP± should be corrected by
the corresponding double ratio of selection efficiencies.
We find from simulated events that the efficiency double
ratios are compatible with each other, and their average
value is very close to unity, (99.46± 0.23)%. Thus we do
not correct the central values but conservatively assign
a relative uncertainty equal to 1 − (0.9946 − 0.0023) =
0.0077.

The final PDF doesn’t contain an explicit description
of the conditional parameter ∆Eshift, assuming implic-
itly that the distribution of ∆Eshift observed in data is
the same for all the components of the fit. However, the
distributions are found to be slightly different across the
components, thus introducing a possible bias in the fit re-
sults. To estimate the size of this bias, we use simulated
events to obtain parameterizations of the ∆Eshift distri-
butions of all the fit components and repeat the fits to
data. We assign the differences compared to the results
of the nominal fits as the systematic uncertainty. We ex-
pect this effect to be highly correlated between ACP pa-
rameters, because the PDFs are similar in each D decay
channel. Thus they are affected by non-uniform ∆Eshift

distributions in a similar way. The same argument holds
for the RK/π parameters. We studied the effect of assign-
ing a 0%, 50%, and 100% correlation. The uncorrelated
case gave the largest deviations from the nominal results,
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Fit bias: half the bias 

Peaking bkg: vary by +-1 sigma; |ACP|<10% (KKK, KKpi), 20% other modes 

Detector charge asymmetry: (-0.95+-0.44)%
Opposite CP bkg: ~22% Ksϕ, <10% in Ksω, from helicity distribution in Dπ
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By contrast, the systematic uncertainties on RCP± are in-
creased due to two additional sources of uncertainty that
were not considered previously: the bias correction and
the differences of the ∆Eshift distributions among the
fit components. The systematic correlations between the
GLW parameters !y = (ACP+, ACP−, RCP+, RCP−)T are

C(syst)[!y] =







1 0.56 −0.06 0
1 0 0

1 0.13
1






. (35)

TABLE V: Summary of systematic uncertainties.

Source ACP+ ACP− RCP+ RCP−

Fixed fit parameters 0.004 0.005 0.026 0.022
Peaking background 0.014 0.005 0.017 0.013
Bias correction 0.004 0.004 0.006 0.005
Detector charge asym. 0.014 0.014 - -
Opposite-CP background - 0.003 - 0.006
RCP± vs. R± - - 0.026 0.023

Signal self cross-feed 0.000 0.001 - -
ε(π)/ε(K) - - 0.009 0.008
∆Eshift PDFs 0.007 0.011 0.029 0.024
Total 0.022 0.020 0.051 0.043

VIII. RESULTS

The signal yields returned from the fit for each of the
D decay mode under study are listed in Table VI. We re-
construct almost 1000 B± → DCP K± decays and about
four times more B± → DK±, D → Kπ decays.

TABLE VI: Measured signal yields calculated from the fit re-
sults given in Table VIII using N(B → DK) = N sig(π)

tot RK/π,

N(B → Dπ) ≡ N sig(π)
tot , and error propagation neglecting

small correlations.

D0 mode N(B±
→ DK±) N(B±

→ Dπ±)
K+K− 367 ± 27 4091 ± 70
π+π− 110 ± 9 1230 ± 41
K0

Sπ0 338 ± 24 4182 ± 73
K0

Sω 116 ± 9 1440 ± 45
K0

Sφ 52 ± 4 648 ± 27
K−π+ 3361 ± 82 44631 ± 232

The final values of the GLW parameters that we mea-
sure are:

ACP+ = 0.25 ± 0.06(stat) ± 0.02(syst) , (36)

ACP− = −0.09± 0.07(stat) ± 0.02(syst) , (37)

RCP+ = 1.18 ± 0.09(stat) ± 0.05(syst) , (38)

RCP− = 1.07 ± 0.08(stat) ± 0.04(syst) . (39)

The statistical correlations among these four quantities
are:

C(stat)[!y] =







1 0.0 −0.08 0.0
1 0.0 0.03

1 0.10
1






. (40)

The results are in good agreement with those from our
previous analysis [9] and the current world averages [21].
Figure 2 shows the ∆E projections of the final fits to
the CP subsamples and Figures 3-5 show mES and F
projections as well as projections of the fit to the D0 →
K−π+ flavor mode.

The statistical significance of a non-zero ACP+ value
is determined from the maximum value of the likelihood
function of the nominal fit and that of a dedicated null-
hypothesis fit, where ACP+ was fixed to zero,

Sstat =
√

2 ln(Lnom/Lnull) = 3.7. (41)

Taking into account systematic uncertainties, the statis-
tical significance of ACP+ is slightly decreased to:

Sstat+syst =
Sstat

√

1 +
σ2
syst

σ2
stat

= 3.6. (42)

This constitutes evidence for direct CP violation in
charged B decays and the first evidence of direct CP
violation in B → DK.

We constrain the CKM angle γ, the strong phase
δB, and the amplitude ratio rB from the present mea-
surement by adopting the frequentist procedure also ex-
ploited in [15]. We define a multivariate Gaussian likeli-
hood function

L(γ, δB, rB) =
1

N
exp

(

−
1

2
(!y − !yt)

T V −1
cov (!y − !yt)

)

(43)

relating the experimentally measured observables !y
and their statistical and systematic covariance matri-
ces Vcov = Vstat + Vsyst with the corresponding truth
parameters !yt = !yt(γ, δB, rB) calculated using Eqns. 3
and 4. The matrices Vstat and Vsyst are constructed from
Eqns. 35-40. The normalization is N = (2π)2

√

|Vcov|.
We then define a χ2-function as

χ2(γ, δB, rB) = −2 lnL(γ, δB, rB). (44)

Due to the inherent eight-fold ambiguity of the GLW
method there are eight equivalent minima of the χ2-
function, χ2

min, which correspond to the same value of
rB and to eight alternative solutions for (γ, δB). To eval-
uate the confidence level of a certain truth parameter (for
example γ) at a certain value (γ0) we consider the value
of the χ2-function at the new minimum, χ2

min(γ0, δ′B, r′B),
satisfying ∆χ2 = χ2

min(γ0, δ′B, r′B)−χ2
min ≥ 0. In a purely

Gaussian situation for the truth parameters the CL is
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K−π+ 3361 ± 82 44631 ± 232

The final values of the GLW parameters that we mea-
sure are:

ACP+ = 0.25 ± 0.06(stat) ± 0.02(syst) , (36)

ACP− = −0.09± 0.07(stat) ± 0.02(syst) , (37)

RCP+ = 1.18 ± 0.09(stat) ± 0.05(syst) , (38)

RCP− = 1.07 ± 0.08(stat) ± 0.04(syst) . (39)

The statistical correlations among these four quantities
are:

C(stat)[!y] =







1 0.0 −0.08 0.0
1 0.0 0.03

1 0.10
1






. (40)

The results are in good agreement with those from our
previous analysis [9] and the current world averages [21].
Figure 2 shows the ∆E projections of the final fits to
the CP subsamples and Figures 3-5 show mES and F
projections as well as projections of the fit to the D0 →
K−π+ flavor mode.

The statistical significance of a non-zero ACP+ value
is determined from the maximum value of the likelihood
function of the nominal fit and that of a dedicated null-
hypothesis fit, where ACP+ was fixed to zero,

Sstat =
√

2 ln(Lnom/Lnull) = 3.7. (41)

Taking into account systematic uncertainties, the statis-
tical significance of ACP+ is slightly decreased to:

Sstat+syst =
Sstat

√

1 +
σ2
syst

σ2
stat

= 3.6. (42)

This constitutes evidence for direct CP violation in
charged B decays and the first evidence of direct CP
violation in B → DK.

We constrain the CKM angle γ, the strong phase
δB, and the amplitude ratio rB from the present mea-
surement by adopting the frequentist procedure also ex-
ploited in [15]. We define a multivariate Gaussian likeli-
hood function

L(γ, δB, rB) =
1

N
exp

(

−
1

2
(!y − !yt)

T V −1
cov (!y − !yt)

)

(43)

relating the experimentally measured observables !y
and their statistical and systematic covariance matri-
ces Vcov = Vstat + Vsyst with the corresponding truth
parameters !yt = !yt(γ, δB, rB) calculated using Eqns. 3
and 4. The matrices Vstat and Vsyst are constructed from
Eqns. 35-40. The normalization is N = (2π)2

√

|Vcov|.
We then define a χ2-function as

χ2(γ, δB, rB) = −2 lnL(γ, δB, rB). (44)

Due to the inherent eight-fold ambiguity of the GLW
method there are eight equivalent minima of the χ2-
function, χ2

min, which correspond to the same value of
rB and to eight alternative solutions for (γ, δB). To eval-
uate the confidence level of a certain truth parameter (for
example γ) at a certain value (γ0) we consider the value
of the χ2-function at the new minimum, χ2

min(γ0, δ′B, r′B),
satisfying ∆χ2 = χ2

min(γ0, δ′B, r′B)−χ2
min ≥ 0. In a purely

Gaussian situation for the truth parameters the CL is
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• KS: |m-mPDG|<9 MeV; flight length significance>10, cos(α)>-0.99

• K*: |m-mPDG|<55 MeV; |cosθhel|>0.35

• D0: |m-mPDG|<12 MeV, χ2(vtx)>0

• D*0: |Δm-ΔmPDG|<2.5 MeV (Dπ0), 10 MeV (Dγ)

• B: mES in [5.2, 5.29) GeV, χ2(vtx)>0, -80<ΔE<120 MeV (yield fit) / |ΔE|<30 MeV (CP fit)

• arbitration (multiple candidates in ~10% of events): min χ2(D, Δm, K*,  π0)

• ε=14-26%
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decays. The results from the two subsets are statistically consistent.
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changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
(∗)
∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP
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TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
δ∗B (◦) −82 ± 21 {5, 3} [−124,−38]
δs (◦) 111 ± 32 {11, 3} [42, 178]

6

+!
x-0.2 0 0.2

+!y

-0.2

0

0.2
a)

+!
x*

-0.2 0 0.2

+!y*

-0.2

0

0.2
b)

+!sx-0.2 0 0.2

+! sy

-0.2

0

0.2
c)

FIG. 1: (color online). Contours at 39.3% (dark) and 86.5% (light) 2-dimensional CL in the (a) z∓, (b) z
∗
∓, and (c) zs∓ planes,

corresponding to one- and two-standard deviation regions (statistical only), for B− (solid lines) and B+ (dotted lines) decays.

changes in the Blatt-Weisskopf radius, and adopting a he-
licity formalism [14] to describe the angular dependence.
Other models are built by removing or adding resonances
with small or negligible fractions. We find that the over-
all amplitude model uncertainty on the CP parameters
are dominated by alternative models built to account for
experimental systematic effects in the determination of
A(s−, s+) using tagged D mesons [13]. The statistical
errors and variations in the A(s−, s+) model parameters
with and without D0-D0 mixing are also propagated to

z
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∓ and zs∓.

Experimental and amplitude model systematic uncer-
tainties [11] have been reduced with respect to our previ-
ous measurement [9] as consequence of the use of larger
data and Monte Carlo samples, and the smaller experi-
mental systematic contributions to the model uncertainty
resulting from the improvements in the analysis of tagged
D mesons [13].

A frequentist construction of 1-dimensional confidence
intervals of the physically relevant parameters p ≡
(γ, rB, r∗B , κrs, δB, δ∗B, δs) based on the vector of mea-
surements z = (z−, z+, z∗−, z∗+, zs−, zs+) and their corre-
lations [11] has been adopted [9]. The procedure takes
into account unphysical regions which may arise since we

allow B− and B+ events to have different r(∗)
B∓ , rs∓ in the

z measurements. Figure 2 shows 1−CL as a function of
γ for each of the three B decay channels separately and

their combination. Similar scans for r(∗)
B , κrs, δ(∗)

B , and
δs can be found in [11]. The method has a single ambi-
guity in the weak and strong phases. The results for all
the p parameters are listed in Table II. The significances
of direct CP violation (γ #= 0) are 1−CL=6.8 × 10−3,
5.4 × 10−3, 6.3 × 10−2, and 4.6 × 10−4, which corre-
spond to 2.7, 2.8, 1.9, and 3.5 standard deviations, for
B∓ → DK∓, B∓ → D∗K∓, B∓ → DK∗∓, and their
combination, respectively.

We have presented a measurement of the b → u
to b → c complex amplitude ratios in the processes
B∓ → D(∗)K∓ and B∓ → DK∗∓, using a combined DP
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TABLE II: The 68.3% and 95.4% 1-dimensional CL regions,
equivalent to one- and two-standard deviation intervals, for
γ, δ(∗)

B , δs, r(∗)
B , and κrs, including all sources of uncertainty.

The values inside {} brackets indicate the symmetric error
contributions to the total error coming from experimental and
amplitude model systematic uncertainties.

Parameter 68.3% CL 95.4% CL

γ (◦) 68+15
−14 {4, 3} [39, 98]

rB (%) 9.6 ± 2.9 {0.5, 0.4} [3.7, 15.5]
r∗B (%) 13.3+4.2

−3.9 {1.3, 0.3} [4.9, 21.5]
κrs (%) 14.9+6.6

−6.2 {2.6, 0.6} < 28.0
δB (◦) 119+19

−20 {3, 3} [75, 157]
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∗
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decays. The results from the two subsets are statistically consistent.
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• Vertex form factors
• Blatt-Weisskopf (R=1.5GeV-1)

• Angular distribution for spin J 
• Zemach Tensors 

• Resonance propagator
• Relativistic BW
• Gounaris-Sakurai ρ lineshape
• K-matrix approach for ππ and 

Kπ S-waves in D0→KSππ
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|AD(m)|2ε(m), with m ≡ (m2
+, m2

−). Here, ε(m) repre-486

sents the efficiency variations on the Dalitz plot, evalu-487

ated using high statistics signal MC samples generated488

according to a uniform distribution and parameterized489

using third-order polynomial functions in two dimen-490

sions, symmetric for D0 → K0
S
π+π− and asymmetric for491

D0 → K0
S
K+K− to account for possible charge asym-492

metries in the K− and K+ detection efficiencies. The493

Dalitz distributions for the background, Dbkg,∓(m), are494

determined using D0 mass sideband data.495

For each contribution r we evaluate the fit fraction496

as the normalized integral of a2
r|Ar(m)|2 over the Dalitz497

plane [28],498

fr =
a2

r

∫

|Ar(m)|2dm
∑

r

∑

r′ ara∗
r′

∫

Ar(m)A∗
r′(m)dm

. (10)

The sum of fit fractions does not necessarily add up to499

unity because of interference effects among the ampli-500

tudes.501

C. D0 → K0
Sπ+π− Dalitz model502

The P- and D-waves of the D0 → K0
S
π+π− decay am-503

plitude are described using a total of 6 resonances leading504

to 8 two-body decay amplitudes: the Cabibbo allowed505

(CA) K∗(892)−, K∗(1680)−, K∗
2 (1430)−, the doubly-506

Cabibbo suppressed (DCS) K∗(892)+, K∗
2 (1430)+, and507

the CP eigenstates ρ(770)0, ω(782), and f2(1270). Since508

the Kπ P-wave is largely dominated by the K∗(892)∓,509

the mass and width of this resonance are simultane-510

ously determined from our fit to the tagged D0 sam-511

ple, MK∗(892)∓ = 893.61± 0.08 MeV/c2 and ΓK∗(892)∓ =512

46.34 ± 0.16 MeV/c2 (errors are statistical only). The513

mass and width values of the K∗(1680)− are taken514

from [38].515

We adopt the same parameterizations for K, ρ, and P516

in Eq. (8) as in Refs. [28, 39, 40]. For the K matrix we517

have518

Kij(s) =

(

∑

α

gα
i gα

j

m2
α − s

+ f scatt
ij

1 − sscatt
0

s − sscatt
0

)

fA0(s), (11)

where gα
i is the coupling constant of the K-matrix pole519

mα to the ith channel. The index i (and similarly j) rep-520

resents the ith channel (1 = ππ, 2 = KK, 3 = ππππ,521

4 = ηη, 5 = ηη′). The parameters f scatt
ij and sscatt

0 de-522

scribe the slowly-varying part of the K-matrix. The fac-523

tor524

fA0(s) =
1 − sA0

s − sA0

(

s − sA
m2

π

2

)

, (12)

suppresses the false kinematical singularity at s = 0 in525

the physical region near the ππ threshold (the Adler526

zero [41]). The parameter values used in this analysis are527

listed in Table I, and are obtained from a global analysis528

of the available ππ scattering data from threshold up to 529

1900 MeV/c2 [39, 42]. The parameters f scatt
ij , for i $= 1, 530

are all set to zero since they are not related to the ππ 531

scattering process. Similarly, for the P vector we have 532

Pj(s) =
∑

α

βαgα
j

m2
α − s

+ fprod
1j

1 − sprod
0

s − sprod
0

. (13)

Note that the P-vector has the same poles as the K- 533

matrix, otherwise the F1 vector would vanish (diverge) 534

at the K-matrix (P-vector) poles. The parameters βα, 535

fprod
1j and sprod

0 of the initial P-vector are obtained from 536

our fit to the tagged D0 → K0
S
π+π− data sample. 537

TABLE I: K-matrix parameters from a global analysis
of the available ππ scattering data from threshold up to
1900 MeV/c2 [39, 42]. Masses and coupling constants are
given in GeV/c2.

mα gα
π+π− gα

KK
gα
4π gα

ηη gα
ηη′

0.65100 0.22889 −0.55377 0.00000 −0.39899 −0.34639
1.20360 0.94128 0.55095 0.00000 0.39065 0.31503
1.55817 0.36856 0.23888 0.55639 0.18340 0.18681
1.21000 0.33650 0.40907 0.85679 0.19906 −0.00984
1.82206 0.18171 −0.17558 −0.79658 −0.00355 0.22358
sscatt
0 f scatt

11 f scatt
12 f scatt

13 f scatt
14 f scatt

15

−3.92637 0.23399 0.15044 −0.20545 0.32825 0.35412
sA0 sA

−0.15 1

538

For the Kπ S-wave contribution to Eq. (7) we use a pa- 539

rameterization extracted from scattering data [38] which 540

consists of a K∗
0 (1430)− or K∗

0 (1430)+ BW (for CA or 541

DCS contribution, respectively) together with an effec- 542

tive range non-resonant component with a phase shift, 543

AKπ L=0(m) = F sin δF eiδF + R sin δReiδRei2δF , (14)

with 544

δR = φR + tan−1

[

MΓ(m2
Kπ)

M2 − m2
Kπ

]

,

δF = φF + cot−1

[

1

aq
+

rq

2

]

. (15)

The parameters a and r play the role of a scattering 545

length and effective interaction length, respectively, F 546

(φF ) and R (φR) are the amplitudes (phases) for the non- 547

resonant and resonant terms, and q is the momentum of 548

the spectator particle in the Kπ system rest frame. Note 549

that the phases δF and δR depend on m2
Kπ. M and 550

Γ(m2
Kπ) are the mass and running width of the resonant 551

term. This parameterization corresponds to a K-matrix 552

approach describing a rapid phase shift coming from the 553

resonant term and a slow rising phase shift governed by 554

the non-resonant term, with relative strengths R and F . 555



GGSZ: systematic uncertainties
• Dominant error is statistical

• Similar contributions to total syst. error from Dalitz model and exp.

34

Dalitz model:
used alternative models, with 
different resonance parameters 
or parameterizations, add/
remove resonances

Experimental contributions:
vary PDF parameters; assume 
flat efficiency; use background 
Dalitz shape from MC instead of 
data sideband, or flat shape

4

TABLE I: Summary of the main contributions to the experimental systematic error on the CP parameters. All contributions
have been evaluated using the same procedure as in our previous analysis [9]. The statistical contribution to the total error
has been decreased, as consequence of the use of larger data and Monte Carlo (with full detector simulation) samples. For
example, larger simulated continuum samples help to significantly reduce the uncertainty arising from the modeling of the DP
distributions for background events containing misreconstructed D mesons.

Source x− y− x+ y+ x∗
− y∗

− x∗
+ y∗

+ xs− ys− xs+ ys+

mES, ∆E, F shapes 0.001 0.001 0.001 0.001 0.004 0.006 0.008 0.004 0.006 0.003 0.004 0.002
Real D0 fractions 0.002 0.001 0.001 0.001 0.003 0.003 0.002 0.002 0.004 0.001 0.001 0.001
Charge-flavor correlation 0.003 0.003 0.002 0.001 0.005 0.005 0.008 0.002 0.001 0.001 0.003 0.001
Efficiency in the DP 0.003 0.001 0.003 0.001 0.001 0.001 0.001 0.001 0.003 0.001 0.002 0.001
Background DP distributions 0.005 0.002 0.005 0.003 0.003 0.002 0.004 0.004 0.010 0.004 0.007 0.002
B− → D∗0K− cross-feed – – – – 0.002 0.003 0.009 0.002 – – – –
CP violation in Dπ and BB 0.002 0.001 0.001 0.001 0.017 0.001 0.008 0.004 0.017 0.002 0.011 0.001
Non-K∗ B− → DK0

Sπ− decays – – – – – – – – 0.020 0.026 0.025 0.036
Total experimental 0.007 0.004 0.006 0.004 0.019 0.009 0.017 0.008 0.029 0.027 0.029 0.036

TABLE II: Summary of the main contributions to the D0 decay amplitude model systematic uncertainty on the CP param-
eters. We evaluate the different contributions using a similar, but not identical, procedure to that adopted in our previous
analysis [9]. The reference D0 decay amplitude models and parameters are used to generate 10 data-sized signal samples of
pseudo-experiments of D∗+ → D0 π+ and D∗− → D0 π− events, and 10 B∓ → D(∗) K∓ and B∓ → D K∗∓ signal samples 100
times larger than each measured signal yield in data, with D0 → K0

Sh+h−. The CP parameters are generated with values in the
range found in data. We then compare experiment-by-experiment the values of z

(∗)
∓ and zs∓ obtained from the CP fits using the

reference amplitude models and a set of alternative models obtained by repeating the D0 → K0
Sh+h− amplitude analyses on the

pseudo-experiments with alternative assumptions [13]. This technique, although it requires large computing resources, helps
to reduce statistical contributions to the amplitude model uncertainties arising from changes in sensitivity between alternative
models (e.g. alternative K-matrix solutions and P-vector mass dependence in the ππ S-wave parameterization). A variety of
studies using data have been performed to test the consistency of the results using this procedure with those obtained in our
previous analysis, where the alternative models were obtained by repeating the D0 → K0

Sh+h− amplitude analyses on data.
Nevertheless, the largest decrease in the amplitude model uncertainty compared to our previous result is a consequence of
the improvements in the experimental analysis of tagged D mesons [13], which is reflected in smaller experimental systematic
uncertainties on the D0 decay amplitudes (variations of the reconstruction efficiency across the DP, modeling of the DP distri-
butions for background events containing misreconstructed D mesons, mistag rates, etc.), and thus smaller amplitude model
uncertainties on the CP parameters.

Source x− y− x+ y+ x∗
− y∗

− x∗
+ y∗

+ xs− ys− xs+ ys+

Mass and width of Breit-Wigner’s 0.001 0.001 0.001 0.002 0.001 0.002 0.001 0.002 0.001 0.002 0.001 0.002
ππ S-wave parameterization 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.002 0.001 0.001 0.001 0.002
Kπ S-wave parameterization 0.001 0.004 0.003 0.008 0.001 0.006 0.002 0.004 0.003 0.002 0.003 0.007
Angular dependence 0.001 0.001 0.002 0.001 0.001 0.001 0.001 0.002 0.002 0.001 0.002 0.001
Blatt-Weisskopf radius 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.002 0.001
Add/remove resonances 0.001 0.001 0.001 0.001 0.001 0.002 0.001 0.001 0.001 0.001 0.001 0.002
DP efficiency 0.003 0.002 0.003 0.001 0.001 0.001 0.001 0.001 0.004 0.002 0.003 0.001
Background DP shape 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
Mistag rate 0.003 0.003 0.002 0.001 0.001 0.001 0.001 0.001 0.003 0.003 0.001 0.001
Effect of mixing 0.003 0.001 0.003 0.001 0.001 0.001 0.001 0.001 0.003 0.001 0.003 0.001
DP complex amplitudes 0.001 0.001 0.001 0.002 0.001 0.001 0.001 0.002 0.002 0.001 0.001 0.002
Total D0 decay amplitude model 0.006 0.006 0.007 0.009 0.002 0.007 0.003 0.006 0.007 0.006 0.006 0.008
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TABLE I: Summary of the main contributions to the experimental systematic error on the CP parameters. All contributions
have been evaluated using the same procedure as in our previous analysis [9]. The statistical contribution to the total error
has been decreased, as consequence of the use of larger data and Monte Carlo (with full detector simulation) samples. For
example, larger simulated continuum samples help to significantly reduce the uncertainty arising from the modeling of the DP
distributions for background events containing misreconstructed D mesons.
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eters. We evaluate the different contributions using a similar, but not identical, procedure to that adopted in our previous
analysis [9]. The reference D0 decay amplitude models and parameters are used to generate 10 data-sized signal samples of
pseudo-experiments of D∗+ → D0 π+ and D∗− → D0 π− events, and 10 B∓ → D(∗) K∓ and B∓ → D K∗∓ signal samples 100
times larger than each measured signal yield in data, with D0 → K0

Sh+h−. The CP parameters are generated with values in the
range found in data. We then compare experiment-by-experiment the values of z

(∗)
∓ and zs∓ obtained from the CP fits using the

reference amplitude models and a set of alternative models obtained by repeating the D0 → K0
Sh+h− amplitude analyses on the

pseudo-experiments with alternative assumptions [13]. This technique, although it requires large computing resources, helps
to reduce statistical contributions to the amplitude model uncertainties arising from changes in sensitivity between alternative
models (e.g. alternative K-matrix solutions and P-vector mass dependence in the ππ S-wave parameterization). A variety of
studies using data have been performed to test the consistency of the results using this procedure with those obtained in our
previous analysis, where the alternative models were obtained by repeating the D0 → K0

Sh+h− amplitude analyses on data.
Nevertheless, the largest decrease in the amplitude model uncertainty compared to our previous result is a consequence of
the improvements in the experimental analysis of tagged D mesons [13], which is reflected in smaller experimental systematic
uncertainties on the D0 decay amplitudes (variations of the reconstruction efficiency across the DP, modeling of the DP distri-
butions for background events containing misreconstructed D mesons, mistag rates, etc.), and thus smaller amplitude model
uncertainties on the CP parameters.
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GGSZ: interference between DK* and DKπ

• GGSZ formulae still valid after replacement

• Additional parameter k (0..1) can be evaluated using a Dalitz isobar model B 
for the decay amplitude (including, for B-: K*(892)-, K*0(1410)-, K*2(1430)-, D*

(2010)-, D*2(2460)-) by randomly varying magnitudes (+/-30%) and phases 
(0..2π), Au/Ac fixed to ~0.4

• B-→D0K*- : k = 0.9±0.1

• B0→anti-D0K*0 : k = 0.95±0.03

35
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The corresponding decay rate Γ(∗)
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Here, Ac(p) and Au(p) are the magnitudes of the b → c 75

and b → u amplitudes as a function of the B∓ → 76

D̃0K0
S
π∓ phase space position p, and δ(p) is the relative 77

strong phase. The parameter κ accounts for the interfer- 78

ence between B∓ → D̃0K∗∓ and other B∓ → D̃0K0
S
π∓

79

amplitudes with κ ranging in [0, 1] in the most general 80

case. This effective parameterization also accounts for ef- 81

ficiency variations as a function of the kinematics of the 82

B decay. 83

In this paper we present an improved measurement 84

of γ based on the analysis of the Dalitz distribution of 85
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Frequentist procedure for extracting γ

• From the measured z={x(*)(s)±,y(*)(s)±} with covariance matrix Vstat+syst, construct 
a multivariate gaussian PDF for the physical parameters p={γ,r(*)B,s,δ(*)B,s}:

• For each value µ0 of the parameter µ, minimize χ2min(µ0,q)=-2lnL with respect 
to the other parameters, q=p-{µ}: χ2min(µ0,q0).

• In a 100% gaussian case, the CL is given by

• In practice, use toy MC to evaluate CL: 
• generate a sample of z’ according to V and assuming z(true)=z(µ0,q0)
• determine Δχ2’(µ0)=χ2’min(µ0,q0’)-χ2’min (letting q free to vary)
• count how many times Δχ2’(µ0)<Δχ2(µ0)

36



RCP, ACP: comparison with other experiments

37

• Consistency with other experiments’ determinations

• World’s most precise measurement of ACP± and RCP±
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y (GGSZ): comparison with Belle
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x (DK): GGSZ vs GLW
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