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ATLAS Pixel Detector at the sLHC Pixel Electrical System DCS Architecture
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« Communication interface

 Low power consumption (for operation without cooling)
e Suitable for serial and parallel powering concept

« 35 ADC channels

DCS Controller Chip

DCS Network

« 2 16-bit counters + 2 identical working RC oscillators for capacitive '
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CoFeel Chip — A Prototype for the DCS Chip and the DCS Controller

. - CAN communication 12C-HC communication
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With the CoFeel chip it will be possible to build the communication chain of the control &

feedback path.
The DCS controller core features:
« Standard CAN node | ili; ai AR | An example from an FPGA test can be seen above:
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The CoFeel Chip was submitted in June 2010 and =1 The control & feedback communication has been realized by implementing the DCS chip core
will be produced in a 130 nm technology. / and the DCS controller core.




