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Chapter 1

Introduction

Particle physics is a branch of science that examines the natural world at its
most fundamental level. By studying the properties of the smallest build-
ing blocks in nature (known as elementary particles) and their interactions,
particle physicists continue to advance our understanding of the universe.

In the early 1970s, our understanding of the fundamentals of particle physics
was formulated into a unified quantum field theory known as the Stan-
dard Model (SM) of particle physics [1, 2]. Since its creation, the SM has
become an established particle theory, and has been used to precisely pre-
dict the outcome of several foundational experiments. For example, ele-
mentary particles including gluons, the W± bosons, the Z boson, and the
top quark were predicted by the SM prior to their experimental discovery.
More recently, the SM successfully predicted the experimental discovery
of the Higgs boson. This was significant, as according to the SM, several
elementary particles acquire their masses through interactions with a field
referred to as the Higgs field, which manifests itself as the Higgs boson.

Despite its universal acceptance, the SM is limited both theoretically and
experimentally. From a theoretical perspective, the SM lacks an explana-
tion as to why elementary particles such as leptons and quarks exist in
precisely three generations, with similar properties but different masses.
Furthermore, the SM does not include a theory of gravity. Experimentally,
cosmological observations suggest that the SM is only able to explain about
16% of the total matter in the universe [3], with the rest being referred to
as dark matter. In addition to missing a dark matter particle, the SM cannot
explain the expansion of our universe associated with dark energy (which
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2 1 Introduction

accounts for approximately 68% of the universe [3]). Moreover, while un-
derstanding of the Higgs boson has advanced in the years since its discov-
ery, current knowledge remains incomplete. The SM in its current state
cannot, therefore, be considered a complete theory.

Today, particle physicists around the world and at the European Organi-
sation for Nuclear Research (CERN) seek to address these limitations and
complete our understanding of the universe by refining the current itera-
tion of the SM. CERN is the largest particle physics laboratory in theworld,
and is host to the most powerful particle accelerator ever built (the Large
Hadron Collider, or LHC [4]). The LHC accelerates beams of charged par-
ticles to speeds approaching the speed of light, which collide at the in-
teraction points of four main experiments. One of the four experiments,
the Compact Muon Solenoid (CMS), operates a general-purpose detector
composed of layers of tracking detectors, calorimeters and muon detec-
tors. Protons and ions accelerated by the LHC collide at the centre of the
CMS detector, creating new particles that traverse the layers of the detec-
tor. Information from each layer is combined to reconstruct the collision
event. The reconstruction is subsequently analysed to identify the parti-
cles involved and study the SM.

To observe all particles produced by the collisions, and thereby fully ex-
amine the SM, it is necessary for the CMS experiment to investigate all
accessible regions of phase space. However, due to bandwidth limitations,
only 0.005% (or 2 000) of the 40 million collisions that occur every second
in the LHC can be stored and analysed. This is because the CMS detec-
tor reduces the read-out rate with a multi-stage trigger system by selecting
events based on potential physics interests. First, the Level 1 trigger (L1T)
hardware system reduces the read-out rate from 40 MHz to 100 kHz [5].
Then, the High-Level trigger (HLT) system, composed of a large computer
farm, further reduces this rate to 2 kHz [6]. In this standard trigger strat-
egy, only events that pass the HLT selection are available for further analy-
sis. This limited capacity is a significant limitation of the CMS experiment,
as valuable information that could lead to improvements of the SM might
reside in regions of phase space excluded by the selection.

However, a technique known as data scouting can increase read-out rates
by several kHz [7]. This allows a greater proportion of phase space to
be studied. Unlike the standard trigger strategy (which stores the full
event information in the form of raw detector signals), data scouting stores
the trigger-level reconstruction of physics objects that have been identified



3

from the signals of the detector. The event size of trigger-level objects are
much smaller, allowing data scouting to increase the read-out rate while
having a negligible impact on the data acquisition system.

The technique of data scouting increases the rate of events passing theHLT
by applying a less stringent selection process. This allows physicists to de-
tect, analyse and explore events that would not previously have been al-
lowed to pass the HLT. This provides opportunities for analyses outside
the boundaries of the standard trigger strategy, and consideration of pre-
viously unexplored regions of phase space. The data scouting strategy is
particularly advantageous for searches involving jets. As the majority of
proton-proton collisions result in relatively uninteresting low-energy jet
production from quark and gluon interactions, the standard trigger strat-
egy must adhere to stringent energy and momentum thresholds to pre-
vent overwhelming the data acquisition protocols. In contrast, the scouting
strategy offers a notable reduction in these thresholds, providing a more
flexible approach and allowing searches for interesting but rare physics
processes involving low-energy jets.

While data scouting enables a wider range of analyses, the approach is
limited by an inability to store the full event information. Without the raw
detector outputs, it is not possible to reconstruct an event after collection,
when a better understanding of the detector conditions allows for a more
precise reconstruction. It is therefore imperative to assess the quality of the
data scouting objects, and address potential discrepancies with dedicated
correction studies.

This thesis addresses two important aspects of leveraging data scouting jets
in high-energy physics research, and comprises two parts. First, in Part I,
a discussion of the data scouting strategy used at the CMS experiment in
2022 and 2023 is provided. This includes a brief review of both the LHC
(Chapter 2) and the CMS detector (Chapter 3), followed by an overview
of the techniques used for collision event reconstruction at the CMS ex-
periment (Chapter 4). An introduction to the CMS trigger system as well
as details of the data scouting technique is provided in Chapters 5 and 6,
respectively. In order to validate the data scouting technique, statistical
analyses are performed on collision data recorded with the data scouting
strategy in 2022. The goal of these studies is to assess the performance of
data scouting jets with respect to jets part of the standard trigger strategy,
and the results are presented in Chapter 7.

Part II focuses on the Higgs boson, and features an assessment of the vi-
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ability of searching for Higgs bosons produced with high transverse mo-
mentumdecaying to bottomquark-antiquark pairs using data scouting jets.
The theoretical underpinnings and statistical methods used for this pur-
pose are presented in Chapters 8 and 9, respectively. This is followed by
a brief review of existing Higgs boson measurements (Chapter 10). An
analysis conducted with data collected by the standard trigger strategy in
2016–2018 is then discussed in detail in Chapter 11. This study leads an
investigation into the potential integration of scouting jets into the anal-
ysis. The potential of extending the search to a lower energy scale using
collision data recorded through the data scouting technique in 2022–2023
is presented in Chapter 12. Finally, a conclusion and discussion of future
prospects of Part I and II are given in Chapter 13.
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Chapter 2

Large Hadron Collider

The Large Hadron Collider (LHC) is a particle accelerator located near
Geneva, spanning the border between Switzerland and France. The ac-
celerator is housed in a circular tunnel approximately 100 meters beneath
ground level, which has a circumference of approximately 27 km [4] . The
tunnel was previously occupied by the Large Electron-Positron (LEP) col-
lider — a particle accelerator that operated from 1989 to 2000 [8]. The
LHC’s depth provides adequate shielding against external radiation that
might bias the detector measurements, while also absorbing the ionising
radiation produced by the collider.

The LHC circulates and accelerates two particle beams in opposite direc-
tions. The beams collide at interaction points which are surrounded by
detectors that select and store (referred to as record in the following text)
the collision events. The particles comprising the beams determine the
type of collisions that occur. These include proton-proton, lead ion-lead
ion, xenon ion-xenon ion, lead ion-xenon ion and lead ion-proton colli-
sions. Due to the focus of this thesis, the following discussion describes the
proton-proton collisions. The LHC beams during proton-proton collisions
are not a continuous stream of protons, but instead consist of thousands
of bunches; each bunch comprising of around 1011 protons. The distance
between the bunches leads to a bunch-bunch collision (or bunch crossing)
taking place every 25 ns [4].

The primary functions of the LHC and its two general-purpose experi-
ments, Compact Muon Solenoid (CMS) [9] and A Toroidal LHC Appa-
ratuS (ATLAS) [10], are to study the mechanism of electroweak symme-
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try breaking and search for physics beyond the StandardModel (SM). The
LHC was built to advance current understanding of both areas across a
range of energies (due to both the uncertainty surrounding the energy
scale at which each may appear and the importance of studying their be-
haviour over several energy levels). This necessitates the use of hadron-
hadron collisions. This is because hadrons, such as protons, are composite
particles whose constituents (so-called partons) share varying fractions of
the hadron’s total energy. In proton-proton collisions, the partons of the
two protons interact, resulting in a large range of collision energies even
when the beam energy is kept constant.

This chapter provides an overviewof the LHC,with a focus on the concepts
utilised in this thesis. Amore detailed description of the accelerator can be
found in Ref. [4].

2.1 Centre-of-mass energy

The centre-of-mass energy is the energy available to produce new particles
in collisions, and is determined by

√
s = (p1 + p2)

2, (2.1)

where p1 and p2 are the four-momenta of the two colliding particles.

When two protons from each beam collide head-on, the centre-of-mass en-
ergy is simply the sum of the two beam energies. The LHC is designed to
achieve high centre-of-mass energies — up to 14TeV with proton-proton
collisions [4]. This is significantly higher than any previous particle accel-
erator and facilitates particle interactions at energy scales that were previ-
ously unattainable. For comparison, LEP achieved √

s = 210GeV, while
Tevatron, the second most powerful particle accelerator to have existed,
achieved √

s = 2TeV [11].

During the operational lifetime of the LHC, the centre-of-mass energy has
gradually increased towards the 14TeV target. After low energy tests in
2008–2009, the LHC started to operate with a √

s = 7TeV in 2010–2011,
increasing to 8 TeV in 2012 (Run–1). During 2015–2018 (Run–2) and from
2022–present (Run–3), the √s has been 13 and 13.6 TeV respectively.
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2.2 Luminosity

Luminosity, in the context of particle accelerators, relates to the rate per
area at which particles collide. Higher luminosity is desirable for many
physics analyses as it increases the probability of rare physics processes
occurring. In the context of the Higgs boson discovery, the production of
Higgs bosons has increased with higher luminosity, allowing scientists at
the CMS and ATLAS collaborations to study their properties with greater
precision. There are two concepts of luminosity often referred to by LHC
experiments, instantaneous and integrated luminosity, which are discussed
in the following text.

2.2.1 Instantaneous luminosity

Instantaneous luminosity is a measure of the number of particle collisions
that occur per unit area per unit time, and is often expressed in units of
cm−2s−1. The instantaneous luminosity characterises a particle accelerator,
and is computed as

L =
N1N2nbfγ

2πϵβ∗ , (2.2)

whereN1 andN2 denote the number of particles in each colliding bunch, nb

the number of bunches, f the bunch revolution frequency, γ the relativistic
factor, ϵ the normalised beam emittance and β∗ relates to the beam size at
the collision point.

As colliding protons are converted to energy, and the instantaneous lu-
minosity depends on the number of protons in each colliding bunch, the
instantaneous luminosity decreases with each beam revolution if machine
optics are kept constant. However, a technique referred to as levelling by β∗

can maintain a near constant luminosity. As the instantaneous luminosity
reaches a lower tolerance limit, a β∗ levelling step is automatically initiated
to maintain current levels (illustrated in Fig. 2.1). Levelling by β∗ is per-
formed until machine optics are optimised to their limits, at which point
the luminosity begins to decrease at a constant pace [12, 13].

The LHC was designed to operate at an instantaneous luminosity of 1034
cm−2s−1; two orders of magnitude higher than the LEP collider [11]. As
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Time	[UTC]

Instantaneous	Luminosity
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Instaneous	Lum 	
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Figure 2.1: Instantaneous luminosity recorded by theCMSdetector in units
of 1030 cm−2s−1 as a function of time, as displayed by theCMSOnlineMon-
itoring [14] tool. Between 06:00 and 12:00UTC levelling by β∗ is performed
in order to maintain a near constant instantaneous luminosity. From 12:00
UTC, levelling stops and a constant decrease in luminosity is apparent. The
plot displays LHC Fill 8321 at 29th of October 2022.

with the centre-of-mass energy, the instantaneous luminosity has gradu-
ally increased fromRun–1 to Run–3. In 2016, the LHC reached its designed
luminosity, a value it has since surpassed by a factor of more than two.

2.2.2 Integrated luminosity

Integrated luminosity is the cumulative measure of the total number of par-
ticle collisions that occur over a specific period. It is the integral of the
instantaneous luminosity with respect to time, and is often expressed in
units of inverse femtobarns (fb−1) or inverse picobarns (pb−1).

Integrated luminosity is crucial for assessing the overall performance of the
CMS experiment. By comparing the integrated luminosity provided by the
LHCwith that recorded by the CMS detector (Fig. 2.2), a direct evaluation
of the operations of the CMS detector is facilitated. In addition, integrated
luminosity is an important input to many physics analyses. For example,
it is used when comparing the number of predicted events from theory to
those observed in collision data recorded by the CMS detector (referred to
as collision data throughout the rest of this thesis).
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Time	[UTC]

Integrated	luminosity
2022-10-29	05:32:42	--	2022-10-29	20:36:43	[UTC]

06:00 09:00 12:00 15:00 18:00
0

250
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750
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Figure 2.2: Integrated luminosity in units of pb−1 as a function of time,
as displayed by the CMS Online Monitoring [14] tool. A comparison of
the integrated luminosity delivered by the LHC (light blue) and recorded
by the CMS detector (dark purple) is shown. The difference stems from
inefficiencies in data collection by theCMSdetector. The plot displays LHC
Fill 8321 at 29th of October 2022.

2.2.3 High-luminosity LHC

To enhance the sensitivity of physics analyses currently constrained by
their statistical uncertainty, a planned upgrade of the LHC aims to elevate
the instantaneous luminosity. This will increase the number of collision
events collected, thereby reducing the statistical uncertainty. Initiated in
2011, the upgrade named the High-Luminosity Large Hadron Collider (HL-
LHC), sets out to achieve a five-fold increase in instantaneous luminos-
ity and a tenfold increase in integrated luminosity compared to the LHC’s
nominal design values [15].

Elevating luminosity necessitates the reduction of the beam size at the col-
lision point, coupled with either the reduction of bunch length and spac-
ing, or a significant increase in both bunch length and number of protons.
Either intervention poses unprecedented challenges to the accelerator in-
frastructure. This necessitates a dedicated research effort spanning over 10
years; the LHC experiments are projected to start data collection around
2025–2030 [15]. The undertaking involves a series of upgrades and en-
hancements, including the incorporation of advanced magnets, beam op-
tics and cryogenic systems.
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2.3 Pile-up

Due to the substantial number of protons involved in each collision, mul-
tiple proton-proton interactions can take place simultaneously within the
CMS detector. These interactions can arise from the same or nearby bunch
crossings. As a consequence, particles stemming from the primary inter-
action (the most energetic proton-proton interaction) are recorded along
with particles originating from additional interactions. This phenomenon
is referred to as pile-up, and is usually quantified in terms of mean number
of interactions per bunch crossing.

Most interactions in a proton-proton collisions occur between low-energy
quarks and gluons of the proton (so-calledQCDmultijet production). These
interactions lack the energy to produce high-mass final state, resulting in
the characteristic steeply falling spectra of both theQCDmass andmomen-
tum distributions. These low-energy interactions constitute themajority of
the pile-up.

Due to the increase of instantaneous luminosity combined with the short-
ening of the bunch crossing time from 50 ns to 25 ns between Run–1 and
Run–2 , the pile-up observed by the CMS detector has increased over the
years. This is presented in Fig. 2.3. For comparison, the mean pile-up in-
creased from 10 to 52 between 2011 and 2023.
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Figure 2.3: The pile-up distribution observed by the CMS detector, ex-
pressed as the mean number of interactions per bunch crossing, from 2011
to 2023. The mean of the distributions are listed in the legend, denoted as
⟨µ⟩. The distributions are normalised to the integrated luminosity of the
data recorded that year. Figure taken from Ref. [16].



Chapter 3

Compact Muon Solenoid

The Compact Muon Solenoid (CMS) experiment centres around a large,
multi-purpose detector located at the LHC in Cessy, France. The name
CMS is derived from three central features of the detector. While the CMS
detector is the heaviest of the LHC detectors, weighing 14 000 tonnes, its
dimensions of 22 × 15 m make it relatively compact when compared to the
ATLAS detector (46× 25 m). The majority of the weight stems from struc-
tural steel plates which are interleaved between muon chambers. These
chambers enable precise measurement of the muons traversing the detec-
tor; a distinctive feature of the CMS experiment. Measurement of muon
momentum is facilitated by a large superconducting solenoid magnet situ-
ated inside the detector. The magnet provides a strong magnetic field of
3.8 T within the detector, which bends the trajectories of charged particles
for precise measurement of momentum and charge.

Thedetector is a near hermetic apparatus, consisting of several sub-detectors
designed to identify charged and neutral hadrons, electrons, muons and
photons [17–19]. Each sub-detector measures a particular property of par-
ticles traversing the detector, and when combined it is possible to iden-
tify these particles based on their unique signatures. The principle sub-
detectors are a silicon pixel and strip tracking system, a lead tungstate crys-
tal electromagnetic (EM) calorimeter, a brass and iron hadron calorimeter
and muon chambers utilising gas-ionisation technology.

This chapter begins by providing an overview of the CMS detector, fol-
lowed by an outline of the principle sub-detectors. A more detailed de-
scription of the detector can be found in Ref. [9].

13
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3.1 Overview

The detector is situated 100 meters underground, around an interaction
point where the beams of the LHC are configured to collide. The detec-
tor is designed to measure proton-proton collisions as well as heavy ion
collisions. In the following text, the detector’s configuration in 2022 and
2023 is described. Figure 3.1 illustrates a simplified cross-sectional view
on the structure of the detector.

Tracker

Hadronic
calorimeter

Solenoid
magnet

Muon
chambers

Muon Electron Positively charged 
hadron

Photon Neutrally charged 
hadron

Interaction
point

Electromagnetic 
calorimeter

Figure 3.1: A simplified cross-sectional view of the CMS detector and its
main sub-detectors. Example trajectories of the particles identified by the
detector are displayed above the diagram. Illustration based on Ref. [20].

The CMS experiment employs a right-handed coordinate system, as de-
picted in Fig. 3.2. The origin of the system is located at the interaction point
situated at the center of the detector. The x-axis points towards the center
of the LHC, while the y-axis extends upwards, perpendicular to the LHC
plane. The x- and y-axes span the transverse plane, where the azimuthal
angle (ϕ) is defined. The z-axis aligns with the longitudinal axis of the
CMS detector and points along the direction of the anticlockwise beam (as
viewed from above). The polar angle θ is measured with respect to the
positive z-axis. In practice, instead of θ, pseudorapidity (η) is commonly
used as defined by
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η = −ln(tanθ
2
). (3.1)

Figure 3.2: Illustration of the right-handed coordinate system used by the
CMS experiment. Figure taken from Ref. [21].

Common physical attributes related to the coordinate system used by the
CMS experiment are transverse momentum (pT) and rapidity (y). pT is the
component of an object’s momentum that is perpendicular to the z-axis.
While high momenta in the direction of the beam-line do not necessarily
indicate a high-energy collision, large momenta perpendicular to the col-
liding beams may be an indication of a high-mass particle decaying and
emitting particles in opposite direction due to momentum conservation.
Rapidity is used to express angles with respect to the axis of the collid-
ing beams, and approximates to pseudorapidity at speeds approaching the
speed of light. Rapidity is defined as

y =
1

2
ln
(
E + pz
E − pz

)
, (3.2)

where E is the energy and pz is the component of the momentum along
the z-axis.
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3.2 Tracking system

As newly created particles traverse the CMS detector, the first sub-detector
encountered is the tracking system [22–24]. The tracking system is designed
to measure the trajectory of charged particles, which facilitates vertex re-
construction in three spatial dimensions. The charge and momentum of
a particle can then be deduced from the curvature of its trajectory. The
tracking system is placed near to the interaction point, allowing the ini-
tial paths of charged particles to be captured before potentially destructive
interactions with the detector material occur.

The tracking system is cylindrical and surrounds the interaction point. The
part closest to the interaction point is equipped with a fine-granularity
pixel detector, while the remainder of the system consists of larger strip
modules (illustrated in Fig. 3.3).
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Figure 3.3: Illustration of one quarter of the tracking system; displaying
the pixel detector (green) and strip modules (red and blue). Figure taken
from Ref. [25].

At the LHC design luminosity, which produces an average of 20 pile-up
interactions, around 1 000 charged particles traverse the tracker every 25
ns [26]. A detector technology featuring both high granularity and a fast
response is therefore required. In addition, the intense particle flux due
to its proximity to the interaction point causes severe radiation damage to
the system, necessitating the use of a material capable of surviving such a
harsh environment. The current solution to these requirements is a track-
ing system entirely based on silicon detector technology.
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3.3 Electromagnetic calorimeter

The tracking system is surroundedby the electromagnetic calorimeter (ECAL)
[27–29]. The ECAL is designed tomeasure the energy and position of elec-
trons and photons produced in particle collisions. The ECAL is composed
of a single layer of lead tungstate (PbWO4) crystals, necessitated by its
proximity to the interaction point. Lead tungstate crystals are capable of
withstanding high levels of ionising radiation while maintaining an excel-
lent energy resolution and a fast response time.

Lead tungstate is very dense, creating a high probability of interactions
with electrons and photons. When an electron or photon collides with the
atom of the the ECAL crystals, a collimated EM shower is created (com-
prising electrons, positrons, and photons). The shower particles deposit
their energy in the lead tungstate crystals, causing the crystals to become
excited. As the excited atoms return to their ground state they emit scin-
tillation light. The light is then detected by photodetectors located behind
the crystals. Figure 3.4 shows a lead tungstate crystal with the photode-
tector attached at one end. By measuring the intensity of the scintillation
light, the ECAL can determine the energy of the initial electron or pho-
ton. The position of the deposited energy can be precisely reconstructed by
analysing the distribution of light across the crystals. This type of calorime-
ter, which both absorbs and scintillates, is referred to as a homogeneous
calorimeter.

Figure 3.4: Photograph of an ECAL crystal and photodetector attached at
the back. The illustration of an electromagnetic shower depositing its en-
ergy in the crystal has been overlaid. Figure taken from Ref. [30].

An additional detector referred to as the pre-shower, is placed in front of the
ECAL in the endcap region on both sides of the CMS detector. Pre-shower
detectors induce EM showers from highly-energetic particles before they
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enter the lead tungstate crystals. The primary purpose of pre-shower de-
tectors is to help improve the energy resolution and particle identification
capabilities of the ECAL.

Although the primary purpose of the ECAL is to measure the energy of
electrons and photons, hadrons also interact with the detector material
and create showers within the ECAL. In order to distinguish between the
EM and hadronic showers, collision data recorded by the ECAL is comple-
mented by the adjacent detector, the hadronic calorimeter (HCAL).

3.4 Hadron calorimeter

The HCAL [31, 32] surrounds the ECAL. The primary role of the HCAL
is to absorb and measure the energy of the large quantities of hadrons
produced by proton-proton collisions. Unlike the ECAL (a homogeneous
calorimeter), the HCAL is a sampling calorimeter with alternating layers of
absorbing and scintillating materials. The majority of the HCAL volume
is composed of brass absorber plates and plastic scintillator tiles, while the
layers at large |η| comprises of steel and quartz fiber. The volume com-
prises several cells, enabling the reconstruction of the spatial distribution
of deposited energy.

Hadronic showers are created by particles interacting with the absorbing
material within the HCAL. As a hadron moves through the absorbing ma-
terial, it undergoes successive interactions with the atomic nuclei. The
newparticles producedduring these initial interactions can themselves un-
dergo further interactions, creating a cascade of particles (so-called shower).

When the particle showers reach the scintillating layer, light is created as a
result of the excitation of the atoms of the detector material. As the excited
electrons return to their lower energy levels, the atoms release energy in
the form of photons, which are subsequently measured by photodetectors
placed near the scintillating material. The portion of the shower’s energy
deposited in the absorbing layer cannot be measured directly. The total en-
ergy of the shower is therefore estimated indirectly using the information
measured by the scintillating layer. It is also necessary to account for the
energy deposited in the ECAL, as the hadronic shower is typically initiated
in the ECAL as described in Section 3.3.
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3.5 Solenoid magnet

A large superconducting solenoid magnet surrounds the main bulk of the
HCAL. The solenoid magnet is a fundamental component of the CMS de-
tector; bending the paths of particles based on their charge, thereby facili-
tating momentum measurement and particle identification.

The solenoid magnet generates a magnetic field of 3.8 T. Such a high mag-
netic field is achieved by employing superconducting technology. The solenoid
magnet is constructed with niobium-titanium (NbTi) alloy wires, which
are cooled to temperatures approaching absolute zero through the use of
liquid helium. These low temperatures create a superconducting statewithin
the magnet, allowing the magnet to conduct electricity without any resis-
tance. This results is the generation of a strong and stable magnetic field.

3.6 Muon chambers

Muons play an essential role in many of the physics results of the CMS col-
laboration, including the discovery of the Higgs boson [33, 34]. In order to
achieve precise muons measurements, the CMS experiment incorporates a
dedicated muon detection system consisting of muon chambers [35, 36]. By
combining information from the silicon tracker, the muon chambers and
the magnetic field generated by the solenoid, the curvature of the muon
tracks can be precisely determined and the muon’s momentum calculated.

Themuon chambers are placed furthest from the interaction point, beyond
the reach of most SM particles. As the probability of EM interactions is
influenced by the masses of the particles involved, lighter particles such
as electrons and photons are absorbed by their interactions with the inner
detector components. However, muons (which are about 200 times heavier
than electrons [37]) experience fewer interactions, allowing them to pass
through the inner detector without significant deflection or energy loss.

The detection principle of the muon systems relies on gaseous detectors.
Such detectors commonly have lower resolution than solid state detectors
(such as the silicon tracking detector) but can cover a larger area due to
the comparably cheaper design. These types of detectors are filled with a
gas which is ionised when a charged particle passes through it. There are
four main types of muon chambers, each utilising different technologies to
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cover different spatial regions within the detector.

Drift tube (DT) chambers are located at |η| < 1.2. The DT chambers utilise
cylindrical drift tubes filled with an ionisable gas mixture. When a muon
passes through the DT chambers, ionisation electrons are produced. These
electrons drift towards a central wire, and measurement of the drift time
allows the muon’s position in the drift tube to be determined. Cathode Strip
Chambers (CSC) are located at 0.9 < |η| < 2.4 of the detector. CSC func-
tion in a similar way to DT chambers, but instead of a central wire contain
cathode strips and anode wires for recording electron signals. Ionisation
electrons are collected by the anode wires, inducing a charge on the cath-
ode strips which provides the muon’s position in the direction perpendic-
ular to the anode wires. CSC have better spatial resolution than DT cham-
bers, but worse time resolution. The Resistive Plate Chambers (RPC) are
complementary detectors situated at the full range of |η| < 2.4. The RPC
use gas-filled parallel plates constructed with a high-resistivity material
which detects the ionisation caused by muons. This enables rapid trigger-
ing and improves the overall timing resolution. Finally, Gas Electron Multi-
plier (GEM) chambers are located adjacent to the CSC. The GEM chambers
provided both a fast response and a good spatial resolution, complement-
ing the CSC in a region of high particle flux.

The fast response time of the RPC and GEM chambers, combined with the
tracking information from the CSC and DT chambers, play an important
role in the selection of interesting events by the CMS trigger system. A re-
construction of the events are performed in order to facilitate the selection.



Chapter 4

Event reconstruction

Event reconstruction at the CMS experiment involves the interpretation of
signals generated by particle collisions in the detector. For example, the
trajectories of charged particles are reconstructed by the signals they leave
in the layers of the silicon tracking system. The goal of the reconstruction
process is to integrate the various signals produced by the sub-detectors to
provide an accurate picture of what happened during the collision, includ-
ing which particles traversed the detector. An overview of the trajectory
reconstruction, together with other object reconstructions relevant to this
thesis, is provided in the following text.

4.1 Trajectories of charged particles

The tracking algorithms employed by the CMS experiment [38] aim to pre-
cisely reconstruct the trajectories of charged particles. The reconstruction
begins by converting the signals from the silicon tracking system into hits
representing particle interactions with its various layers. These hits are
then utilised in a three-step process involving (1) track seed generation, (2)
track finding and (3) track fitting.

During track seed generation, potential track candidates are identified us-
ing subsets of hits. The subsequent track finding stage extends these can-
didates through the sub-detector layers, iteratively refining their parame-
ters to best fit the observed hit positions. Finally, track fitting optimises the
track parameters, such as position, direction, andmomentum, byminimis-

21
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ing the discrepancies between the predicted and measured hit positions.

4.2 Interaction vertex

The vertex algorithms employed by the CMS experiment [38] aim to iden-
tify the locations of primary and secondary verticeswithin a bunch crossing.
The primary vertex is the location of the primary interaction, while sec-
ondary vertices appear from secondary interactions including pile-up and
B-hadron decay. The first stage is to select high-quality tracks that are likely
to be associatedwith the primary interaction. This involves the application
of track quality criteria to filter out noise and badly reconstructed tracks.

Once the initial vertex seeds are found, a vertex fitting algorithm is em-
ployed. This algorithm iteratively refines the vertex positions and uncer-
tainties by considering the selected tracks associated with each vertex can-
didate. After the fitting process, the vertices are ranked based on certain
criteria relating to compatibility with the tracks, and the primary vertex is
identified as that which is most likely to be associated with the primary
interaction.

4.3 Particle flow algorithm

The particle flow (PF) algorithm [39] is foundational to many of the specific
object reconstructions. It serves to identify and reconstruct individual sta-
ble charged and neutral hadrons, muon, electrons and photons from the
signals left by particles traversing the detector (conceptualised in Fig. 4.1).
By combining information from several sub-detectors within the CMS ex-
periment, the precision and accuracy of the event reconstruction is opti-
mised.

ThePF algorithm reconstructs the trajectories of chargedparticles by group-
ing individual signals from the tracking system based on their spatial and
kinematic compatibility. Once the trajectories of all charged particles have
been reconstructed, vertices are created by analysing the intersection of
multiple trajectories.

The PF algorithm combines the energy deposits from the ECAL and the
HCAL to estimate the particles’ energies. Trajectories from the tracking
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Figure 4.1: Illustration of the particle flow algorithm that combines infor-
mation from all sub-detectors in order to obtain a global view of the event.
Figure taken from Ref. [21].

system are extrapolated to the calorimeters in order to facilitate the iden-
tification of EM and hadronic particles. The muons are reconstructed by
building tracks from the hits in the DT and CSC sub-detectors. A final
muon track is constructed by matching muon system tracks to tracks re-
constructed from hits in the silicon tracking system. The muon momen-
tum is determined based on the curvature of this track. A more detailed
description of the PF algorithm can be found in Ref. [39].

4.4 Jets

Due to colour confinement, quarks and gluons cannot exist freely. Instead,
they form colour-neutral hadrons in a process referred to as hadronisation.
Owing to colour confinement, detection of final-state quarks and gluons is
not possible. Instead, event properties that have a close correspondence
with their distributions are studied. These event properties are known as
jets. An illustration of a dijet event (two highly-energetic jets created in
nearly opposite directions) is displayed in Fig. 4.2.

The identification and reconstruction of jets is an important part of many
physics analyses, including those described in this thesis. These analyses
commonly focus on the jet with the highest pT in the event, the so-called
leading jet. The jet with the next highest pT is referred to as the sub-leading
jet.



24 4 Event reconstruction

Figure 4.2: An event display of the creation of two jets. The trajectories of
the particles constituting the jets are illustrated in yellow and green, while
their energies deposited in the ECAL and HCAL are illustrated in red and
blue, respectively. Figure taken from Ref. [40].

To create a jet, the final-state particles are clustered according to best es-
timates of the initial-state quark or gluon from which they originated. Jet
creation functions to reduce the complexity of the final state by simplifying
many hadrons to a simple object. The definition of a jet is dependent of the
jet clustering algorithm. At the CMS experiment jets are clustered using the
anti-kT [41, 42] clustering algorithm where the distance parameter used is
0.4 for small-radius jets (AK4 jets) and 0.8 for large-radius jets (AK8 jets).
Tuning of the distance parameter allows particle decays of different types
to be efficiently captured by jets.

4.4.1 Jet distance parameter

A smaller distance parameter requires the particles to be closer to each
other in order to be considered part of the same jet. Small distance pa-
rameters are particularly useful when aiming to capture intricate details of
individual particles. Conversely, larger distance parameters allowparticles
to be farther apart and still be included in the same jet, and are beneficial
for capturing the overall structure of the event.

When a heavy particle decays into lighter particles, the lighter particles re-
ceive a boost of energy, resulting in collimated decay products. The use of a
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large distance parameter during jet reconstruction enhances the efficiency
of reconstructing heavy particles with significant boosts as single jets. This
is due to the inverse proportionality between the average angular distance
between decay products and the pT of the decaying particle [43], as ex-
pressed by

Rqq ≈ 2× Mass of the decaying particle
pT of the decaying particle . (4.1)

Consequently, at sufficiently large boosts (approximately pT > 200GeV),
the final state hadrons from the decay of particles (such as the Z ,W± and
Higgs bosons) merge into a jet that is more efficiently reconstructed with
a larger distance parameter. Fig. 4.3 illustrates this efficiency, showcasing
the reconstruction ofW bosons into a single jet as a function of theW bo-
son pT. Notably, the efficiency increases with pT when using large-radius
distance parameters (R = 0.8), whereas the opposite trend is observed for
small-radius distance parameters (R = 0.5). The choice of 0.5, instead of
0.4, for the small-radius distance parameter aligns with its widespread use
in CMS publications at the time of the study. This does not affect the over-
all conclusion and the same trend is observed when comparing R = 0.8
and R = 0.4.

4.4.2 Jet type

The inputs to the clustering algorithm can be the four-momentum vectors
of calorimeter energy deposits or of PF reconstructed particles, and result
in a calorimeter jet or a PF jet, respectively.

Calorimeter jet

Calorimeter jets are reconstructed from energy deposits in the calorimeter
towers. A calorimeter tower consists of one or more HCAL cells and the
geometrically corresponding ECAL crystals. In this process, the contribu-
tion from each calorimeter tower is assigned a momentum; the absolute
value and direction of which is given by the energy measured in the tower,
and the coordinates of the tower. The jet energy is obtained from the sum
of the tower energies, and the jet momentum by the vectorial sum of the
tower momenta. The jet energies are then corrected to establish a relative
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Figure 4.3: Efficiency of W boson reconstruction as a function of their pT
using the distance parameter 0.8 (black data points) and 0.5 (red data
points). Figure taken from Ref. [43].

uniform response of the calorimeter in η and a calibrated absolute response
in pT.

PF jet

PF jets are reconstructed by clustering the four-momentum vectors of PF
candidates. The jetmomentum is determined as the vectorial sumof all the
particle momenta in the jet. The clustering of PF jets operates iteratively in
the following steps.

First, the algorithm starts by choosing a seed particle i at random. The
distance between adjacent particle j and seed particle i is computed as

∆2
ij =

(
yi − yj

)2
+
(
ϕi − ϕj

)2
, (4.2)

where y is the rapidity and ϕ the azimuthal angle. Next, a variable reflect-
ing the computed distance and the pT is calculated as
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dij = min
(
p−2
T,i, p

−2
T,j

) ∆2
ij

R2 . (4.3)

The distance parameter R defines the width of the jet. Next, the clustering
algorithm combines particles iteratively by always choosing the particle j
that minimises dij , while requiring dij < p−2

T,i. The iteration stops when
all particles satisfying this relation have been clustered into the jet. Hence,
the parameterR can also be regarded as a cut-off parameter. The algorithm
then continues by choosing a different seed particle i for the next jet.

4.4.3 Pile-up mitigation

Pile-up can contribute additional tracks and calorimetric energy deposi-
tions to the reconstructed jet momentum. To mitigate this effect, the PF
jets are often subject to pile-up mitigation methods such as the Charged-
Hadron Subtraction (CHS) or the PileupPer Particle Identification (PUPPI)
[44, 45] algorithm.

In CHS, the CMS tracking system is used to identify charged particles orig-
inating from pile-up and they are subsequently discarded. PUPPI builds
upon the CHS algorithm and applies a more rigorous selection to charged
and neutral particles according to their probability of originating from the
primary interaction. This is possible because neutral particles from the
primary interaction are typically aligned with charged particles originat-
ing from the same interaction, while neutral particle from pile-up aremore
uniformly distributed in all directions.

4.5 Missing transverse energy

The presence of neutrinos in the event is accounted for by the reconstruc-
tion ofmissing transverse energy (MET). TheMET is calculated by summing
the transverse momentum of all particles detected by the CMS detector. If
all particles in an event were detected and accounted for, the sum of their
transverse momenta should be zero since the momentum is conserved in
the transverse plane. However, if there are undetected particles like neutri-
nos, the net transversemomentumwill not be zero. TheMET is an essential
component of many physics analyses, including searches for new particles
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that may escape detection and manifest themselves as an imbalance in the
event’s total momentum.

4.6 Type of event reconstruction

Various event reconstructions exists for different scenarios and tasks. At
the CMS experiment, the offline reconstruction is achieved when collision
events are reconstructed hours (and sometimes even months or years) af-
ter data collection. Offline reconstruction requires the complete detector
output, referred to as raw data. As current understanding of detector con-
ditions is continuously improving, reconstructing after data collection of-
ten result in a better event reconstruction. As a result, the standard analysis
strategy at the CMS experiment is based on the analysis of offline recon-
structed physics objects.

In contrast, the online reconstruction takes place during data collection and
is traditionally used by the experiment when selecting collision events to
store for subsequent analysis. The online reconstruction is optimised for
speed more than for high resolution or other similar performance metrics.
To better understand the online reconstruction, it is necessary to discuss
the CMS trigger system.
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Trigger system

The CMS trigger system is tasked with rapidly filtering the vast amounts
of data produced by the detector in order to allow events of interest to
be recorded for further analysis. Every second, approximately 40 million
bunch crossings take place in the CMS detector. As the storage required
per collision event is approximately 1 MB [5], the detector would have to
process and save 40 TBper second if all collisionswere to be recorded. Such
a rate of recording is beyond existing detector capabilities. The trigger sys-
tem therefore functions to reduce the rate by 99.925 –99.995%, allowing the
CMS detector to record a more manageable number of events with such an
event size. To achieve this reduction, every event is required to pass crite-
ria based on the properties of the physics objects set by a two-tiered trigger
system in order to be recorded by the CMS experiment.

This criteria determines the type of physics processes recorded by the CMS
experiment. As the instantaneous luminosity increaseswithHL-LHC(Sec-
tion 2.2.3), these constraints are only expected to gets stronger in order to
discard the growing amount of QCD produced jets. While these are neces-
sary to reduce the volume of collision data recorded, they limit the physics
reach of the experiment. Once an event is discarded by the trigger system,
it is permanently lost and the information it contains cannot be recovered.
It is therefore highly important to design a reliable trigger system and to
ensure its effective daily operation.

A CMS trigger system comprising two tiers was necessitated by the high
rate of collisions. The first tier functions to achieve the majority of the re-
duction and must therefore be simple and robust in order to manage such

29
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a high input. The second tier has a much smaller input and is thereby able
to apply more sophisticated selection criteria to minimise the likelihood of
discarding interesting physics events. The two tiers are the Level-1 trigger
(L1T) [5] and the High-Level trigger (HLT) [6]. Each are now discussed
in detail.

5.1 Level-1 trigger

Thepurpose of the L1T is to reduce the event rate to a level that the software-
basedHLT can process. When a particle created by a collision traverses the
detector, it interacts with the various sub-detectors, creating signals that al-
low its passage to be recorded. The data from these signals are compressed
and zero suppressed by the data acquisition (DAQ) system. As previously
mentioned, current software implementations are not capable of process-
ing a bandwidth of such an event rate and size. The L1T is therefore built
from customised hardware processing units (so-called Field-Programmable
Gate Arrays or FPGAs). These hardware units allow the L1T to operate at
a latency of about 3.8 µs [5]. Within this time limit, the L1T creates an
approximate reconstruction of the collision event (Section 5.1.1), which is
then used to decide if the event is discarded or retained for further pro-
cessing by the HLT (Section 5.1.2).

5.1.1 Event reconstruction

Asdiscussed in Section 4.6, the event reconstruction performedby theCMS
trigger system is referred to as the online reconstruction. The L1T does not
have the capacity to create an online reconstruction of the full event infor-
mation of 40 million events per second. To circumvent this limitation, the
FPGAs receive input from only the CMS calorimeters and the muon cham-
bers. To further facilitate low latency, the L1T receives this data in the form
of trigger primitives (TPs, a reduced version of the full information). TPs
are basic detector-level measurements that provide information about only
specific physics objects. Calorimeter TPs include energy deposits, energy
sums and patterns of energy distributions from ECAL and HCAL, while
muon TPs include momentum measurements and patterns of hits in the
muon detectors.

The information provided by the TPs is fed to the calorimeter and muon
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triggers. The calorimeter trigger combines the ECAL and HCAL TPs into
single trigger towers (TTs). L1T jets are then reconstructed out of the TTs
as described in Section 4.4.2. The calorimeter and muon triggers process
the TPs information and sends the results to the global trigger, that makes
the final decision on whether to accept or reject the event. A more detailed
presentation of the L1T architecture is provided in Ref. [5].

5.1.2 Event selection

The L1T selects events through the application of a trigger menu, which
is a combination of several algorithms programmed in the FPGAs. These
algorithms are referred to as seeds. The seeds are programmed to accept an
event if it satisfies predefined criteria, such as a the pT of a L1T jet exceeding
a certain threshold. An event is accepted for further processing by the HLT
if it passes at least one seed within the trigger menu, unless it is vetoed by
the application of a prescale. A prescale determines the fraction of events
selected from all the events accepted by a certain seed. A prescale of N
means that for every N number of events accepted by a seed, 1 event is
selected for further processing. The rate of events passing the seed can
therefore be reduced by applying a prescale. An unprescaled seed has a
prescale equal to 1 and therefore selects every event that passes the seed.
In contrast, a prescale of 0 means that the seed is disabled.

A prescale column is a set of specific prescales applied to every seed within
the trigger menu. Several different prescale columns are used with the
same trigger menu. As the condition of the collisions change, the prescale
column applied to the menu may be changed in order to select a different
set of prescales for each seed. For example, as instantaneous luminosity de-
creases with time (Section 2.2), the target output rate can bemaintained by
changing to a column with smaller prescales. This is displayed in Fig. 5.1,
where the L1T output rate decreases as a function of time and increases
after changing a prescale column.

Each prescale column tunes the passing rate of each seed in order to pro-
duce a total L1T output rate of about 100 kHz. Studies of the L1T opera-
tion have concluded that approximately 100 kHz is themaximal rate before
disrupting the normal functioning of the DAQ system [5]. Collision data
is buffered locally while the L1T makes the decision whether to accept the
event for further processing by theHLT. The buffer size is limited and starts
to overflow if the decision takes too long, which in turn leads to an uncon-
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Figure 5.1: The effect of prescale changes on the L1T rate, displayed by the
CMS Online Monitoring [14] tool. As instantaneous luminosity decreases
with time, the total L1T rate also decreases (orange curve). Each change of
prescale column (yellow line) increases the rate to the target rate of approx-
imately 100 kHz. The plot is displayed as a function of lumisections (time
interval lasting approximately 23 seconds) for LHC Fill 8321 Run 361303
at 29th of October 2022.

trolled loss of data known as dead time. Dead time occurswhen the detector
is busy processing previous data, and is therefore unable to record any new
information. Dead time may be caused by the trigger rate being too high
or due to technical issues such as hardware malfunctions or software er-
rors. Figure 5.2 displays the total dead time of a typical run and its effect
on the L1T output rate, which is around 2–3% for a typical run. By limit-
ing the output rate, the CMS canmanage the data volume andmaintain its
real-time decision-making capabilities whilst avoiding dead time.
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Figure 5.2: The dead time (green) together with the L1T output rate af-
ter taking dead time into account (black), displayed by the CMS Online
Monitoring [14] tool. The plot is displayed as a function of lumisections
for LHC Fill 8321 Run 361303 at 29th of October 2022.
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5.1.3 Trigger efficiency

The seeds are designed to achieve maximal trigger efficiency, defined as the
fraction of events accepted by the seed out of all of the events targeted. For
example, the seed L1 SingleJet180 targets event based on the existence of
a L1T jet with pT exceeding 180GeV. However, as can be seen in Fig. 5.3,
the seed is only fully efficient from approximately 300GeV.
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Figure 5.3: Trigger efficiency curve for the L1 SingleJet180 seed as a func-
tion of leading jet pT (dark blue points), and its comparison with a step
function at 180GeV (light blue line). Turn-on and plateau are annotated.

The threshold value of 180GeV sits in the middle of the so-called turn-on
of the efficiency curve. While some events with a jet with pT > 180GeV
are correctly identified and selected by the seed, not all are. Ideally, the
seed would estimate the pT of every jet correctly, providing an efficiency
curve that is a step function; jets with pT below 180GeV are never selected
while jets above the threshold are always selected. However, in reality the
limited pT resolution can occasionally cause jets with too low or too high
pT to be accepted or rejected, respectively. A desired property of the effi-
ciency is to have a sharp turn-on, where the efficiency rapidly rises from
zero to its maximal value. The sharper the turn-on, the better the seed is
able to correctly estimate the jet pT. Beyond a certain point the seed will
always estimate the pT to be above the threshold, at which point the trigger
efficiency curve reaches its plateau.

There are a number of methods that can be used to estimate the trigger
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efficiency. Two of the most commonly used approaches at the CMS ex-
periment are the reference and the tag-and-probe methods. In the reference
method, the efficiency of the trigger of interest (the so-called signal trigger)
is computed with the help of a reference trigger. If the reference trigger is
selected so that it fires independently of the signal trigger, the likelihood
of both triggers firing is defined as

P (S and R) = P (S)× P (R), (5.1)

where S and R refer to the signal and reference trigger firing respectively.

Taking Eq. 5.1 into account, as the efficiency of an event passing a seed
is defined by the fraction of events that passed the seed (Npass) out of all
events considered (N), the efficiency of a certain seed can be computed as

ϵ(S) = NS and R
pass /N

NR
pass/N

, (5.2)

=
NS and R

pass
NR

pass
. (5.3)

In contrast, the tag-and-probe method does not require a reference trigger.
Themethod involves selecting a tag and a probe object, where the tag object
fires the signal trigger independently of the probe. As the properties of two
objects are independent of each other, the probability that one object causes
the trigger to fire does not depend on the probability that the other object
also fires the trigger. Eq. 5.1 can therefore be used to defined the trigger
efficiency as

ϵ(probe) = Nprobe and tag
pass
N tag

pass
. (5.4)

The two methods of computing the trigger efficiency are complementary,
and can be used in parallel to achieve the same result. In practice, the refer-
ence method is often used when studying the efficiency of seeds selecting
events based on hadronic activity. On the other hand, the tag-and-probe
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method is preferred for processes that have distinct signatures such as the
study of the efficiency of lepton based seeds.

Studying the trigger efficiency is an important part of the development and
assessment of L1T seed. It is similarly used by the HLT to study the per-
formance of the HLT triggers.

5.2 High-Level trigger

If the L1T accepts an event (Section 5.1.2), the full detector readout is sent
for further processing by the HLT. The maximal input rate from the L1T is
approximately 100 kHz, which is reduced by around 75–98% by the HLT.
There are four primary reasons to further reduce the rate:

1. The latency of the trigger decision. In order to avoid a dead time
(and risk of losingdata) theHLTmust swiftly process arriving events.
The average processing time of theHLT can be up to 500ms per event
in Run–3 [46].

2. The finite bandwidth of the DAQ system. Restrictions on the data
volume are imposed both by the size of the temporary data storage
at the site of the CMS experiment, and by the bandwidth of the link
(10 Gbps [47]) connecting the site and the CMS computing center 10
kilometres away at the main CERN site.

3. The time pressure of reconstructing the recorded collision data.
In order to facilitate data quality monitoring and prompt calibration
procedures, it is necessary to complete all data reconstruction within
48 hours of collection (referred to as prompt reconstruction).

4. The finite space for permanent data storage. Budgeting constraints,
relating to the cost of purchasing tape and disk storage, limit perma-
nent data storage capacity.

As a consequence of this event reduction, the HLT and therefore the CMS
experiment nominally records events at a rate of approximately 2 kHz —
around 0.005% of the collisions that occur every second in the CMS detec-
tor. Mirroring the previous section considering the L1T, the event recon-
struction (Section 5.2.1) and the event selection (Section 5.2.2) by the HLT
is now described.
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5.2.1 Event reconstruction

The HLT runs on a computing farm consisting of central processing units
(CPU) and graphical processing units (GPU). The latter is a new addition
to Run–3, facilitating the acceleration of specific algorithms relating to the
online reconstruction of tracks and vertices of the pixel detector and local
reconstructions of the ECAL and HCAL. A comparison between the event
processing time when CPU is utilised compared to when part of the recon-
struction is offloaded to GPU is presented in Fig. 5.4. The upgrade resulted
in a significant decrease in processing time, exemplified by the pixel track
reconstruction increasing the number of events processed per second by
3 times [48]. Achieving the same type of performance using only CPUs
would have increased the cost (by roughly 15%) and power consumption
(by about 30%).

.
Figure 5.4: Pie chart distributions of the event processing time for the HLT
reconstruction running only onCPU(left) and offloading part of the recon-
struction to GPU (right). The slices represent the time spent on different
object reconstructions; a clear decrease is visible for right with respect to
left in the pixel and calorimeter reconstructions. The average processing
time per event is displayed in the middle of the chart. Figure taken from
Ref. [46].

The farm is subdivided into groups of processing nodes, each hosting a pair
of Builder Units (BU) and Filter Units (FU). For events passing the L1T,
the DAQ system triggers the transfer of the full detector information to
RAM-disks. This processes is facilitated by the BUs. The BUs write cus-
tom binary file formats (each containing around 100 collision events) with
a header prepended to each event providing information for subsequent
event identification. These files are then distributed to FUs. When a FU
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receives data from a BU, the data is unpacked in order to reconstruct and
filter the events. These actions are performed using a software framework
calledCMSSoftWare (CMSSW). Several independent online reconstruction
and filtering processes are executed in parallel, decreasing the latency of
the HLT.

Unlike the L1T, the HLT uses information from all sub-detectors during
the online reconstruction. A foundation to many of the specific object re-
constructions is the PF algorithm discussed in Section 4.3. To meet time
constraint, a simplified algorithm is used. The tracking is reduced to three
iterations and the time-consuming reconstruction of tracks with low pT or
arising from nuclear interactions in the tracker material is dropped. In ad-
dition, the electron identification and reconstruction is not included. These
modifications lead to a slightly higher jet energy scale for PF jets featuring
an electron or a nuclear interaction [39].

5.2.2 Event selection

Similarly to the L1T, theHLT select events through the application of a trig-
ger menu. The trigger menu consists of HLT paths; sets of processing steps
run in a predefined order. As illustrated in Fig. 5.5, each path contains
several modules that both reconstruct physics objects and make selections
based on predefined criteria of these objects. Each path has a specific trig-
ger condition based on a set of L1T seeds, which is required to have been
accepted before processing of the path begins. For example, a path that re-
constructs muons and selects event based on the existence of a muon with
pT exceeding 50GeV can be programmed to only process the event if the
event passed a L1T seed requiring a muon with pT exceeding 25GeV. This
reduces the number of times a computationally expensive HLT path is run
without the existence of the physics object of interest for that path.

In order to further reduce unnecessary processing, each path is imple-
mented as a sequence of steps where the computationally expensive steps
(such as intensive track reconstruction) is performed later in the sequence.
An event may be rejected at each step of the path— by processing the com-
putationally cheaper steps first, the computationally expensive steps are
only applied when necessary.

Another similarity with the L1T is the application of prescales. Like a L1T
seed, aHLT path can have a prescale applied in order to reduce the selected
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events of that path. A HLT prescale table sets the prescales of every path
as part of the HLT trigger menu.

HLT paths selecting similar physics objects are grouped into datasets, with
collections of datasets being organised into streams. The grouping is illus-
trated in Fig. 5.5. This is done to facilitate efficient handling of the collision
data. By dividing the data into several streams, the processing workload
can be efficiently distributed among different computing clusters. In ad-
dition, the division allows the CMS experiment to apply initial event se-
lections to events of interest for different physics signatures. For example,
some streams are designed to capture events involving specific final states,
such as events containing one or more leptons.

Figure 5.5: Illustration of the grouping of HLT paths into datasets, and
datasets into streams. A HLT path is made up of several modules, each
executing a processing step involving event reconstruction and output se-
lection.

When an event passes the HLT selection, the full detector readout of the
event is sent in a raw data format to be stored on temporary local disks.
The raw data is later transferred to a long-term storage facility. By storing
the raw detector output, events may be reconstructed several times after
data collection— a process referred to as offline reconstruction (discussed
in Section 4.6). The offline reconstruction is performed with the same soft-
ware framework as used online (CMSSW), and like the online reconstruc-
tion, the PF algorithms is utilised for the reconstruction of many physics
objects.

Trigger study streams

Trigger studies are achieved by recording specific events with the applica-
tion of two streams; the ZeroBias and the HLTPhysics stream. The paths
of the ZeroBias stream process events passing the L1 ZeroBias seed with-
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out applying any further criteria on the events. The seed selects every event
that is not vetoed by its prescale. As a result, the rate depends solely on the
number of bunch crossings in the LHC. The stream may therefore be used
to study the behaviour of newly developed L1T seeds, without the need to
account for a selection bias that would be present if criteria based on the
physics objects were applied.

The paths of the HLTPhysics stream process events passing any L1T seed
without applying any further criteria. As a result, the HLTPhysics stream
is biased by the L1T selection, but not the HLT selection. The stream may
therefore be used to study newly developed HLT paths and datasets given
the current L1T trigger menu. For example, the event selection of a dataset
may be updated to cover a certain part of phase space through the inclusion
of new paths. The HLTPhysics streammay then be used to study the effect
of the inclusion on the rate and reconstruction time of the dataset. Any
modification to the HLT requires careful analysis of the rate and timing in
order to avoid harmful impact on the operation of the trigger system. The
stream is also used to study the efficiency and performance of the HLT
algorithms under varying LHC conditions, such as high and low pile-up.
The results of these studies are used to validate and optimise the operations
of the HLT.

5.2.3 Operating and monitoring

Various tools and techniques are used to continuously monitor the HLT in
order to to ensure its proper functioning and performance. During oper-
ation, the CMS trigger system is monitored by a trigger shifter. The trigger
shifter is a member of the shift crew whose job is to ensure efficient data-
taking by the CMS experiment. Real-time monitoring displays are used to
visualise and assess the performance of the trigger system, and provide an
overview of key metrics such as trigger rates and event processing times.
This data allows the shift crew to swiftly identify and rectify any deviations
from the expected behaviour of the L1T and HLT.

By monitoring the trigger rates, the trigger shifter ensures that the HLT is
selecting events at a rate designed to meet the desired physics goals while
not overwhelming the available computing resources. If needed, the trig-
ger shifter may change the prescale column to maintain an appropriate
rate.
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The trigger shifter is accompanied by the L1T and theHLTDetector-On-Call
(DOC) shifters. The L1T and HLT DOCs are assigned their positions for
twoweeks at a time, duringwhich they are responsible for the deployment
of all trigger configurations and interact directly withRun Coordination and
different subsystem experts in order to resolve any arising issues and en-
sure efficient data collection.

The HLTDOC is responsible for the preparation and testing of HLT trigger
menus for special LHC runs, management of L1T andHLT prescales, mon-
itoring of HLT rates and online farm operation, as well as daily andweekly
data certification. TheHLTDOCmaintains comprehensive documentation
of the trigger activities, including observations, interventions, and modi-
fications made to the trigger system’s configuration. These reports serve
as a valuable resource for future reference, and a summary is presented at
the Daily Run meeting to inform Run Coordination and subsystem experts
on the intended operations of the HLT team.



Chapter 6

Data scouting

Data scouting (referred to as ”scouting” throughout the rest of this the-
sis) is a strategy currently used for data analysis at the CMS experiment.
Based on trigger-level reconstruction, scouting complements the standard
strategy for analysing physics objects that have been reconstructed offline.
Unlike the standard approach, which stores the raw detector output, the
scouting strategy stores events that have been reconstructed online by the
HLTdirectly to disk. The event size of trigger-level objects aremuch smaller
than the raw detector output, placing a smaller load on the DAQ system.

As discussed in Section 5.2, the bandwidth limitations of the online trig-
ger system impose four primary constraints on the number of events that
can be recordedusing the standard analysis strategy. By storing the trigger-
level reconstruction rather than the raw detector output, the scouting strat-
egy lessens the impact of three of the four main constraints:

1. The finite bandwidth of the DAQ system. The size of an event
stored as raw data by the standard analysis strategy is of the order of
1 MB. In contrast, the event size of online reconstructed events used
by scouting is only about 8 kB. As the bandwidth of the DAQ system
imposes limitations on the event size and rate, a smaller event size
alleviates this bandwidth constraint on data collection.

2. The time pressure of reconstructing the recorded collision data.
Scouting events are only reconstructed once (online), removing the
need for a prompt reconstruction.

3. The finite space for permanent data storage. Due to the smaller
41
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event size, the scouting dataset places a smaller demand on finite
storage resources. If the same event is stored by both the scouting
and standard trigger strategies, the scouting reconstructed objects ac-
count for only approximately 0.8% (8 kB / [8 kB + 1MB]× 100%) of
the storage resources used.

Facilitated by the reduced impact on the DAQ system, the scouting tech-
nique increases the rate of events passing the HLT by applying lower trig-
ger thresholds. For example, the scouting strategy achieved an average
rate of approximately 22 kHz in 2022, while the standard trigger approach
achieved approximately 2 kHz. Accounting for the higher rate of scout-
ing, the scouting reconstructed objects amounts for approximately 8% ([8
kB × 22 kHz] / [8 kB × 22 kHz + 1 MB × 2 kH)] × 100%) of the storage
resources used by both the scouting and standard trigger strategies.
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Figure 6.1: Illustration of scouting (blue) and standard trigger (black rim)
strategies. The rate following each selection is displayed according to their
average values in 2022.

The less stringent selection process of scouting allows physicists to detect,
analyse and explore events that would not previously have been allowed to
pass the HLT. This provides opportunities for analysis outside the bound-
aries of the standard trigger strategy, and exploration of previously unex-
plored regions of phase space.

While scouting enables a wider range of analyses, the approach is limited
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by its inability to store the full event information. Without the raw de-
tector outputs, the event can not be reconstructed after collection, when
a better understanding of the detector conditions generally allow for an
improved reconstruction. However, this limitation does not always have
a significant impact on the sensitivity of the analysis. The negative effects
are also lessened by scouting’s facilitation of early analyses. Due to the
increased number of events available with the scouting strategy, analyses
may be performedwith the scouting reconstructed objects before sufficient
events have been collected with the standard trigger strategy to facilitate
analysis. If promising results are observed, the analysis can then be tar-
geted later with the standard strategy.

In this chapter, the scouting strategy used at the CMS experiment is de-
scribed in detail. Firstly, the motivation for the strategy is presented in
Section 6.1. Next, an overview of the strategy in Run–1 and Run–2 is pre-
sented (Section 6.2), followed by a detailed description of the strategy in
Run–3. This includes descriptions of the scouting event content and rates
(Section 6.3.1), streams and datasets (Section 6.3.2) as well as trigger ef-
ficiencies (Section 6.3.3) in 2022 and 2023. Due to the focus of this thesis,
the descriptions centre around the selection of events targeting hadronic
activity.

6.1 Physics motivation

The inability of the SM to address existing physics problemsprovides strong
motivation for experimental searches for new physics. Examples of exist-
ing problems are the large gap between the gravitational and electroweak
energy scales and the lack of explanation for astronomical observations
indicating the existence of dark matter. Despite the broad physics pro-
gramme of investigation performed by the CMS experiment, no signs of
new physics beyond the SM have been observed in the last decade.

It is possible that the lack of new discoveries can be explained by new
physics existing beyond the current reach of the LHC. For example, if the
LHC was capable of colliding protons at higher energies, new interactions
may be detectable. However, the CMS experiment has long been aware of
the possibility that new physics is in fact observable at the current collision
energy of the LHC. Thismay include the detection of new particles that are
light, feebly-coupled or hidden behind large SM backgrounds. Events in-
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cluding such particles might be rejected by the standard trigger protocols,
due to their kinematic properties being below nominal trigger thresholds.
In order to study these type of events, it is necessary to extend the searches
for new physics to unexplored phase space regions. This can be achieved
by scouting.

The scouting strategy enables the CMS collaboration to embark on pio-
neering searches for low-mass resonance, with a particular advantage for
searches involving jets. As the majority of proton-proton collisions result
in relatively uninteresting low-energy jet production fromquark and gluon
interactions, the standard trigger strategy must adhere to stringent energy
and momentum thresholds to prevent overwhelming the DAQ protocols.
In contrast, the scouting strategy offers a notable reduction in these thresh-
olds, providing a more flexible approach and allowing searches for inter-
esting but rare physics processes involving low-energy jets.

6.2 Run–1 and Run–2

The scouting strategy was designed and tested for the first time at the end
of 2011, recording a total of 0.13 fb−1 integrated luminosity. The strategy
initially focused on PF jets, and selected events based on the presence of
scalar sum of jet pT (denoted as HT) exceeding 350GeV. The collision
datawere used to perform a search for heavy resonances decaying to dijets,
and demonstrated sensitivity to resonances with masses between 0.6 and
0.9 TeV [49]. This was an energy scale inaccessible by the then standard
trigger approach.

Following the successful trial in 2011, the strategy was revised and imple-
mented for all data collection during 2012. TheHT selectionwas lowered to
250GeV, however, instead of reconstructing computationally expensive PF
jets, calorimeter jets were stored. The collision data, corresponding to 18.8
fb−1, were used to perform a dijet resonance search analogous to that per-
formed during 2011. The search results were interpreted as limits on the
mass and coupling of a hypothetical leptophobic Z’ resonance decaying to
quarks. The limits were the strongest yet obtained for masses between 0.5
and 0.8 TeV [50], improving on the results of previous experiments.

The success of the scouting technique in Run–1 prompted an expansion of
the strategy for Run–2. The aim was to maintain the ability to search for
low-energy jets, while also providing an event format capable of support-
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ing a broader range of scouting analyses. To facilitate this, three streams
were deployed; one saving an event content based on calorimeter jets, one
saving an event content based on PF jets and one saving event content
based on a pair of PF muons.

Data recorded by the calorimeter jet stream in Run–2 was used to perform
a search for dijet resonances withmasses between 0.6 and 1.6 TeV [51]. The
results of the search place new limits on resonances part of several beyond
the SM models. A search for a narrow resonance decaying to a pair of
muons was performed for masses between 11.5 and 45.0GeV using the PF
muon stream [52]. The results of this search are interpreted in the context
of a dark photon, and sets strong constraints on dark photon mass and
mixing.

6.3 Run–3 (2022–2023)

The exploration and development of the CMS scouting technique during
Run-1 and Run-2 highlighted its value as an innovative trigger strategy and
as a successful paradigm for data analysis. During this period, the primary
constraint in implementing the scouting strategy was found to be the HLT
event processing time. As a consequence, scouting benefited greatly from
the online hardware upgrade of Run-3, described in Section 5.2.1. Follow-
ing the hardware upgrade and increased usage of GPUs, the HLT algo-
rithmswere redesigned to harness the capabilities of parallel architectures.
As a result, during 2021 and 2022 a new GPU-based approach was devel-
oped and fully commissioned for the calorimeter reconstruction, pixel local
reconstruction and pixel-based tracking.

In order to take full advantage of the GPU upgrade, a modified version of
the PF algorithmwas utilised by scouting. Themodified version uses pixel
tracks instead of tracks reconstructed from both pixel and strip tracker
hits (described in Section 4.1, used by scouting in Run–2 and the stan-
dard trigger strategy in Run–3) as input. The main advantage of the so-
called pixel-only tracking is the option to offload the track reconstruction to
GPUs, thereby notably accelerating event processing at the cost of a slightly
worse track resolution compared to standard tracks (especially evident in
high pT tracks where the degradation is more significant) [53]. As low
pT tracks are most relevant to scouting, this acceleration particularly bene-
fits the scouting strategy. Moreover, the acceleration of processing time al-
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lowed scouting to include dedicated reconstructions of electrons and pho-
tons into the event content (as discussed in Section 6.2 the focus of the
scouting strategy was jets and muons in Run–1 and Run–2).

As a result of both the reduced HLT processing time and the increased re-
sources allocated to the scouting strategy, the scouting rate increased sig-
nificantly (by about 5 times) from Run–2 to Run–3. This improvement is
illustrated in Fig. 6.2, where the average rate of scouting in Run–1 to Run–
3 is compared with the average rate of the standard trigger strategy. The
decrease in the scouting rate between 2022 and 2023 was a result of addi-
tional constraints on the event selection based on photon and electron ob-
jects. The constraints were added following dedicated studies performed
on scouting data recorded in 2022 and enhance the efficiency for low-pT
objects, as well as improve the usage of HLT resources.
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Figure 6.2: The average rate of the standard trigger and scouting streams
as a function of time (left). The standard and scouting rates are displayed
on the left and right y-axis, respectively. The instantaneous luminosity as
a function of time (right). The rate and luminosity has been computed as
an average over a representative LHC fill of each year.

6.3.1 Event content

As previously mentioned, an offline reconstruction of the data recorded
by the scouting strategy is not possible. As a consequence, the focus of
the scouting strategy is to capture key information about the reconstructed
objects which are sufficiently detailed for most physics analyses. By stor-
ing only the essential information per event, the scouting stream achieves
a significant reduction in data size. A comparison of the event size and
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bandwidth of the scouting and standard trigger strategies during a typical
run are presented in Table 6.1. As the trigger system is a dynamic entity,
frequently evolving to adapt to the different data-taking conditions (on a
short term) and different physics goals (on a longer term), the numbers
reported are not absolute.

Strategy Rate (Hz) Event Size Bandwidth (MB/s)
Standard 2 000 1 MB 2 000
Scouting 25 000 8 kB 200

Table 6.1: Approximate rate, event size and bandwith for the scouting and
standard trigger strategies during LHC Fill 8321 Run 361303 at 29th of Oc-
tober 2022.

The reduced event content consists of PF candidates, AK4 PF jets, PF MET,
muons, electrons, photons, vertices, tracks and the average energy density
in the event (ρ). Selection criteria on the objects mandate that jets and PF
candidates have |η| < 3.0 as well as pT > 20GeV and pT > 0.6GeV, re-
spectively. The scouting object information primarily consists of kinematic
variables, including its energy and momentum components in three spa-
tial directions. In Run–3, several track-related variables were added to the
scouting PF candidates. The storage of PF candidates and the selection of
stored variables allows the clustering of PF jets of any distance parameter
during offline analysis and training of neural networks for tasks such as
determination of jet origins.

6.3.2 Streams and datasets

ScoutingPF

Themain scouting stream(ScoutingPF) functions to record events for scouting-
based analyses. In 2022, the stream contained two datasets:

1. DST Run3 PFScoutingPixelTracking

2. DST HLTMuon Run3 PFScoutingPixelTracking

The first dataset selects events based on a set of L1T seeds targeting events
containing one photon (γ) or one electron (e), two or more γs or es, two
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or more muons, one or two jets or a moderate amount of HT. In 2023, the
dataset split into four separate datasets to simplify data management and
to optimise object and event selections. The four datasets target eventswith
(a) two muons, (b) hadronic activity, (c) two γs or es with pT > 16GeV
and (d) one γ or e object with pT > 30GeV.

Table 6.2 summarises the L1T seeds utilised by scouting in Run–3 to tar-
get events based on the presence of a single jet or a moderate amount of
HT. The lowest unprescaled seed selecting events based on the presence
of HT had a threshold of 360GeV and 280GeV in 2022 and 2023 respec-
tively. The threshold was decreased in 2023 by unprescaling a seed with
the corresponding threshold. The activation of the seed was facilitated by
the decrease of the output rate, resulting from the additional constraints
on scouting γ and e objects. The main scouting stream contains two more
currently disabled seeds that may be activated when facilitated by a rate
decrease.

L1 seed name Selection criterion 2022 2023
Prescale

L1 HTT200er HT > 200GeV 0 0
L1 HTT255er HT > 255GeV 0 0
L1 HTT280er HT > 280GeV 0 1
L1 HTT320er HT > 320GeV 0 1
L1 HTT360er HT > 360GeV 1 1
L1 HTT400er HT > 400GeV 1 1
L1 HTT450er HT > 450GeV 1 1
L1 SingleJet180 One jet with pT > 180GeV 1 1
L1 SingleJet200 One jet with pT > 200GeV 1 1

Table 6.2: List of L1T seeds targeting events based on the presence of
a single jet or a moderate amount of HT in the trigger condition of the
ScoutingPF dataset in 2022 and 2023. The selection criterion of each seed
together with their respective prescales are displayed.

The second of the two datasets part of the main scouting stream selects
events passing any HLT trigger related to muon activity, allowing jet based
scouting analyses to perform calibrations on an orthogonal set of events.
Two sets of events are orthogonal if they are selected independently of each
other, such as events selected based on muon or jet triggers.
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ScoutingPFMonitor

In contrast to themain stream, the secondary stream(ScoutingPFMonitor)
contains only one dataset. This dataset has the purpose of monitoring
the collection of scouting events and facilitating calibration studies of the
scouting objects. The dataset contains both the scouting and offline recon-
structed objects for a subset of events available in the main stream. Stor-
ing both reconstructed events allows for comparisons facilitating (a) the
validation of the scouting reconstruction and (b) the computation of cal-
ibration factors. In order to facilitate a wide range of calibration studies,
the trigger condition of this dataset contains triggers targeting all scouting
objects. The triggers are presented in Table 6.3.

Trigger name Selection criteria Prescale
DST Run3 PFScouting- Logical ’OR’ of all L1T seeds 1000
PixelTracking present in the main dataset
HLT Ele115 CaloIdVT- A well-reconstructed electron 12
GsfTrkIdT with pT > 115
HLT Ele35 WPTight Gsf An well-reconstructed electron 200

with pT > 35
HLT IsoMu27 An isolated muon 150

with pT > 27
HLT Mu50 A muon with pT > 50 50
HLT PFHT1050 HT > 1050 10
HLT Photon200 A photon with pT > 200 10

Table 6.3: A list of the triggers present in the trigger condition of the
ScoutingPFMonitor dataset in 2022. The selection criteria of each trigger
together with their respective prescales are also displayed.

As both the raw detector information and the scouting reconstruction are
stored for each event, the event size of this dataset is closer to that of the
standard trigger approach. The triggers used to record events are there-
fore heavily prescaled in order to avoid straining the bandwidth of the
DAQ system. Consequently, the rate is approximately 35 Hz (0.1% of the
main scouting stream and 2.6% of the nominal standard trigger strategy
stream). While necessary, the presence of the prescales increases the sta-
tistical uncertainty of the studies conducted with the dataset and impairs
direct comparisonswith simulation due to the difficulty of accuratelymod-
elling prescales in simulation.
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6.3.3 Trigger efficiency

The scouting strategy enables lower hadronic trigger thresholds than the
standard strategy, which relies on offline reconstructed data. As listed
in Table 6.2, in 2023 the scouting trigger condition included unprescaled
seeds targeting events based on the presence of at least one jet with pT
exceeding 180GeV or HT exceeding 280GeV. In comparison, the lowest
unprescaled triggers of the standard trigger strategy required jet pT orHT

to exceed 500GeV and 1050GeV, respectively. In this section, a comparison
between the performance of the jet selection (quantified as the trigger ef-
ficiency) is used to demonstrate the different trigger thresholds of the two
strategies. In order to compare the events selections as a function of offline
reconstructed jet observables, the scouting efficiency is computed with the
ScoutingPFMonitor dataset (Section 6.3.2).

The trigger efficiency is measured with the reference method, as explained
in Section 5.1.3. The efficiency is measured using an unbiased sample of
events, collected with a single-muon trigger and containing only one well-
identified and isolatedmuon outside of the jet cone. Eventswith additional
muons are excluded. At least one well-reconstructed PF jet is required in
the event, and jets must also pass identification criteria that reject poorly
reconstructed jets or jets arising from detector noise. The AK4 PF jets are
required to have |η| < 2.5 and pT > 30GeV, whereas the AK8 PF jets re-
quire |η| < 2.5 and pT > 170GeV. The efficiency is defined as the ratio
of the number of events where an offline reconstructed PF jet is selected
by the data scouting or standard triggers, relative to the total number of
events with an offline reconstructed PF jet.

Figure 6.3 presents the efficiencies of collision data collected in 2023 as a
function of the offline reconstructedAK4 jet pT andHT for the unprescaled
L1T seeds listed in Table 6.2. The curves display a noticeable turn-on, due
to the limited pT-resolution of the L1T. The logical ’OR’ expression of all
considered seeds is fully efficient fromapproximately 300GeV and 600GeV
for the selection of AK4 jets and HT, respectively.

In order to compare the jet selection between the scouting and the standard
trigger strategy, the efficiency of event selection based on the presence of
at least one energetic jet or sufficiently energetic HT is compared. The re-
sult is presented in Fig. 6.4 for collision data collected in 2022, as a func-
tion of the offline reconstructed AK4 jet pT, AK8 jet pT and HT. The low
thresholds of the scouting triggers are visible in the plot of each jet observ-
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Figure 6.3: Trigger efficiency of the unprescaled L1T seeds targeting events
based on the presence of a single jet or a moderate amount of HT in 2023
as a function of the AK4 jet pT (left) and HT (right). A logical ’OR’ of
all unprescaled seeds is displayed in green. The uncertainties are entirely
statistical and calculated as Clopper-Pearson intervals.

able. The efficiency to select AK4 and AK8 scouting jets is approximately
100% for pT > 300GeV. In contrast, the standard trigger is only fully ef-
ficient from around 700–800GeV. Similarly, data scouting is fully efficient
for HT > 600GeV, compared to roughly 1300GeV for the standard trig-
ger. As a result, jet-based analyses relying on the scouting technique are
able to probe regions of phase space inaccessible with the standard trigger
strategy. By lowering theHT threshold from 360GeV to 280GeV in 2023, as
discussed in Section 6.3.2, the scouting trigger improves even further the
CMS acceptance to hadronic resonances.

6.3.4 Limitations

The scouting strategy in Run-3 is intricately linked to the performance of
the pixel tracker, particularly due to amodified version of the PF algorithm
(Section 6.3). In July 2023, 27 pixel modules in layer 3 and 4 were rendered
inactive due to synchronisation problems in the internal clock of the signal
supply tube. Consequently, a decrease in jet selection efficiency is observed
within the region −1.4 ≤ ϕ < −0.6 and −1.5 < η < 0. The graphical
representation of this inefficiency is provided in Fig. 6.5.
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Figure 6.4: Trigger efficiency comparison for the scouting and and stan-
dard trigger strategy in 2022 as a function of the AK4 jet pT (upper left),
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Figure 6.5: The loss of scouting jets due to problems in the pixel tracker
estimated over collision data from that period. The labels ”2023C” and
”2023D” refer to the period of time before and after the pixel incident, re-
spectively. A comparison of the leading jet ϕ distributions of 2023C and
2023D (left). A discrepancy is visible around −1.4 ≤ ϕ < −0.6. A com-
parison of the leading jet ϕ as a function of the leading jet η of 2023C and
2023D (right). A discrepancy is visible around ϕ = −1 for −1.5 < η < 0.

The pixel modules remained masked for the remain of 2023, resulting in a
scouting jet loss of approximately 7%. This loss was quantified by compar-
ing the number of jets within the range −1.4 ≤ ϕ < −0.6, normalised by
integrated luminosity, before and after the incident.

At present, the underlying issue remains unresolved and appears to neces-
sitate intervention at the pixel hardware level. The proposed corrective op-
eration involves the following sequence of steps: (a)warming up the entire
tracker volume, (b) repositioning a segment of the pixel tracker to access
the problematic area, (c) transporting the affected portion to the surface,
(d) conducting repairs in a clean room environment, and (e) reversing the
aforementioned steps to restore the pixel tracker. This operation is esti-
mated to take between several weeks and several months, and poses a risk
of damage to operational components of the pixel tracker.

In the interim, an alternative software-based solution has been proposed to
restore efficiency. This solution involves integrating information from the
strip tracker, in addition to the pixel tracker, during the seed generation for
track reconstruction. The feasibility of this approachwill be explored upon
the availability of the software implementation for the scouting technique.
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Subsequent investigation in this direction is scheduled after the conclusion
of this thesis.



Chapter 7

Performance of Run–3 data
scouting

Although the online reconstruction algorithms used by the HLT are sim-
ilar to those used offline, the reconstructed physics objects resulting from
the two procedures are not expected to be the same. While the offline re-
construction can undergo several reconstructions and improvements, the
scouting reconstruction is only performed once during data collection. It
is therefore imperative to assess the quality of the scouting objects and take
action to improve the quality by amending the event reconstruction if it is
deemed to be poor.

The offline reconstruction is continuouslymonitored by groups at the CMS
experiment dedicated to the validation of its reconstructed physics objects.
It is therefore possible, and useful, to demonstrate the validity of the scout-
ing reconstruction by comparing the distributions of physics observables
between the two reconstructions.

Such a comparison can be made with the jet energy. The energy of jets
is a crucial observable in many physics analyses at the CMS experiment,
including searches for new particles, measurements of the properties of
known particles, and tests of the SM. The jet energy is not directly mea-
sured, but rather is reconstructed from the energy deposits in the detector.
As a result, it is affected by various factors such as the choice of reconstruc-
tion method. Comparing the jet energy between the two reconstructions
facilitates a direct evaluation of the scouting reconstruction. The compari-
son is achieved by deriving and comparing the jet energy scale (JES) and

55
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jet energy resolution (JER) from each reconstruction.

In this chapter, the derivation of the JES and JER is presented. Firstly, the
definitions of JES and JER used here are explained in Section 7.1. Next,
the general methodology of deriving the JER and JES is described. This in-
volves descriptions of the event selection criteria (Section 7.2), the general
analysis method (Section 7.3) and the biases affecting the methodology
(Section 7.4). The specific techniques of deriving the JES and JER are then
presented together with the results in Section 7.5 and 7.6, respectively. Fi-
nally, conclusions of the measurements are presented in Section 7.7

7.1 Jet response

Particle-level

In general, as a result of detector noise and sub-optimal detector resolu-
tion, the jet momentum reconstructed from detector signals is not equal to
the momentum of the particle that the jet originated from. This effect is
quantified by the particle-level jet response defined as

Rparticle =
p
reconstructed jet
T

p
particle
T

. (7.1)

Rparticle provides a measure to compare the reconstructed jet momentum
to the true momentum of the particle it originated from.

Generation-level

In simulated events, the momentum of the particle fromwhich the jet orig-
inated corresponds to the momentum of the generated jet clustered from
stable particles after hadronisation and decay. As a result, the particle-level
jet response can be determined as

Rsimulation =
p
reconstructed jet
T

p
generated jet
T

. (7.2)
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Rsimulation is referred to as the simulated jet response. Typically, the JES
and JER are defined as the average simulated jet response ⟨Rsimulation⟩ and
the width of the response distribution, respectively. However, since the
goal of this chapter is to compare the scouting and offline reconstructed jets
(not the reconstructed and generated jets) the JES has a different definition.
Here, it is defined as

JES =
⟨pscoutingT ⟩
⟨poffline

T ⟩
(7.3)

In contrast, the definition of the JER remains the same. Instead, a compar-
ison between the scouting and the offline reconstructed JER is achieved by
taking the ratio of JERscouting to JERoffline.

7.2 Dijet sample

Dataset and jet definition

In order to facilitate a fair comparison between the scouting and offline
reconstructions, the ScoutingPFMonitor dataset (Section 6.3.2) is used to
access both types of reconstructed objects for each event.

The selected jets are AK4 PF jets that are corrected with detector response
corrections derived from simulation to adjust the measured response of
reconstructed jets towards that of generated jets on average. The correc-
tions applied to the scouting jets are derived specifically for online recon-
structed jets, while those applied to the offline jets are derived for offline
reconstructed jets. The same corrections are applied to jets reconstructed
from simulation and collision data, with no in-situ corrections (such as JES
calibration) applied to the latter. Before clustering, pileup is mitigated us-
ing the PUPPI technique for offline reconstructed jets and using the CHS
technique for the scouting jets (Section 4.4.3).

Trigger selection

The events are collected using an array of L1T seeds and HLT triggers that
select events containing at least one jetwith a pT exceeding a certain thresh-
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old. The list of seeds and triggers are presented in the legend of Fig. 7.1.
The figure displays the trigger efficiency calculatedwith the tag-and-probe
method as explained in Section 5.1.3. Here, the tag and the probe are ran-
domly assigned to the leading and sub-leading jet of the event. The leading
and sub-leading scouting jets are matched to two offline jets by requiring
an angular distance ∆R ≤ 0.2. The scouting tag is required to have a pT
above the trigger threshold. The efficiency is then defined as the ratio of
events where a scouting probe is above the trigger threshold to the total
number of events passing the tag requirement.
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Figure 7.1: Trigger efficiency as a function of average offline pT for each L1T
seed and HLT trigger displayed in the legend. The uncertainty is entirely
statistical and calculated as Clopper-Pearson intervals.

The efficiency is calculated as a function of the average offline jet pT defined
as

paverageT =
pT,1 + pT,2

2
, (7.4)

where pT,1 and pT,2 refer to the pT of the two leading offline jets.

A trigger threshold, denoted pave,95%T , is computed for each trigger by fit-
ting the data points of the trigger efficiency curve with
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f(paverageT , a1, a2) =
1

2

(
1 + erf

(
paverageT − a1√

2a1

))
, (7.5)

where erf() refers to the error function while a1 and a2 are parameters of
the function.

The value of pave,95%T for each trigger is selected by finding the transverse
momentum that results in f(pave,95%T ) = 0.95. Each bin corresponds to a
different trigger selection, with pave,95%T equal to the bin’s minimum value.
To avoid any bias in the event selection, each bin is filled only by the events
selected by the corresponding trigger (events selected by other triggers are
ignored). For example, the bin ranging from 500GeV to 550GeV is filled by
events selected by HLT PFJet450whose pave,95%T is approximately 500GeV.

Dijet selection

As described in Section 4.4, a dijet event refers to a specific type of collision
event comprising of two high-energy jets. In order to select such events, at
least two well-reconstructed jets must be in the final state. The two leading
jets of the event are then required to be back-to-back. This is achieved by
requiring a minimum angular separation of 2.7 radians in the (x, y)-plane
(illustrated in Fig. 7.2).

y

x

φ1

φ2

Δ(φ1, φ2) > 2.7 radians

Figure 7.2: Illustration of a dijet event. The angular separation in the (x, y)-
plane between the two leading jets is required to be larger than 2.7 radians.
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7.3 Dijet pT -balancing

The JES and JER measurements are performed with the dijet pT-balancing
method that utilises the principle of momentum conservation. As the pro-
tons part of the collision have no initial momentum in the transverse plane,
the transverse momentum of the collision products must sum to zero. The
pT of the two jets in a dijet eventmust therefore be balanced [55]. In the ab-
sence of biases, a pT-imbalance may stem from inaccuracies in reconstruc-
tion of the jet energy. By computing the pT-imbalancewhile accounting for
known biases, the accuracy of the reconstruction may be evaluated.

Due to varying detector responses in different η regions of the detector, the
measurements are performed in bins of η defined as

|η1,2| ≤ 1.3, (7.6)
1.3 < |η1,2| ≤ 2.5, (7.7)

where η1,2 refer to the η of the two leading jets.

The event is discarded if the two leading jets are located in different η re-
gions. In this chapter, the region defined by Eq. 7.6 is referred to as ”barrel”
while the region defined by Eq. 7.7 is defined as ”endcap”.

7.4 Biases

All methods based on collision data are affected by inherent biases related
to physics properties and detector effects. The two most important biases
related to the dijet pT-balancing method are discussed: the radiation im-
balance bias and the resolution bias.

7.4.1 Radiation imbalance bias

The measurement of pT-imbalance is affected by the presence of extra jet
activity, such as jets resulting from initial- and final-state radiation. The
effect of extra jet activity can be demonstrated by assuming an estimator of
the measured response defined as
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Rmeasured =
pT,1
pT,2

, (7.8)

where pT,1 and pT,2 refer to the measured transverse momenta of the two
jets in the dijet event [56].

The measured transverse momenta relate to the true transverse momenta
(ptrueT ) through the true response (Rtrue) as follows

pT,1 = Rtrue
1 × ptrueT,1 , (7.9)

pT,2 = Rtrue
2 × ptrueT,2 . (7.10)

In the presence of extra jet activity ptrueT,2 = ptrueT,1 −∆pT , where∆pT quanti-
fies the imbalance due to the additional radiation. By combining all equa-
tions above, the estimatorRmeasured can be redefined as

Rmeasured =
pT,1/p

true
T,1

pT,2/p
true
T,2

(
1− ∆pT

ptrueT,2

)
. (7.11)

When ∆pT → 0, resulting in ptrueT,1 ≡ ptrueT,2 , this relation becomes Eq. 7.8.
As a result, the pT-ratio between the two jets of the dijet event serves as
a useful estimator of the measured response when the jets contributing to
the extra jet activity are soft and negligible.

In order to control for the effect of extra jet activity, the JES and JER mea-
surements are performed by considering

α =
paverageT

pT,3
, (7.12)

where pT,3 is the pT of the third leading jet. The equation equals zero if the
event contains exactly two jets.

In the case of the JES measurement, events are required to have a small
α in order to minimise the extra jet activity and the effect of the radiation
imbalance bias. For the JER measurement, the bias is accounted for by
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extrapolating the extra jet activity to 0. This is achieved by computing the
JER several times, each time requiring α to be smaller than a certain thresh-
old. The extra jet activity is then controlled for by extrapolating linearly to
α = 0.

7.4.2 Resolution bias

Themeasurement of the jet energy response is typically performed by com-
paring a jet to a reference object chosen on the basis of high resolution. For
example, when deriving the pT-imbalance between a photon (γ) and a jet,
the γ object is selected as reference due to its superior pT resolution [56].
However, in the case of dijet pT-balancing, the two jets have comparable
resolutions. In this case, the measurement of the jet energy response is
biased by the object with the inferior resolution.

The reconstructed jet resolution is worsened due to the difference between
reconstructed and true jet momenta. A reconstructed jet pT bin does not
only include jets whose true transverse momenta lie within that bin. In-
stead, jets whose reconstructed momenta have fluctuated slightly lower or
higher than their true momenta may also occupy the same bin. As the
pT distribution of proton-proton collisions is a steeply falling spectra, the
number of reconstructed jets with lower true pT that fluctuated up is more
than the number of jets with a higher true pT which fluctuated down. As
a result, the measured response is systematically higher.

In the dijet pT-balancing method, the phenomena described above affects
both jets. In order tomitigate the effect of this bias, themeasurement of the
response is computed in bins of average pT defined by Eq. 7.4. If both jets
have comparable resolutions, the bias is cancelled on average [56]. This is
the case for the method used to measure the JER in this chapter. The effect
it has on the JER measurement is quantified in Fig. 7.3.

7.5 Jet energy scale

In this chapter, the purpose of the JES is to relate the energy reconstructed
for a scouting jet to the energy of the corresponding offline reconstructed
jet. In the following text, the JES is measured separately from collision data
and simulation, and a comparison of JESdata to JESsimulation is provided to
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Figure 7.3: Illustrations of the resolution bias: an event characteristic relat-
ing to the JER in a jet pT bin (red) and an average pT bin in (black). The
width of each distribution in the right plot is displayed in the parenthesis
of the legend. A smaller width corresponds to a better JER.

showcase the level of agreement.

7.5.1 Methods

Dijet events are selected as outlined in Section 7.2. The dijet pT-balancing
technique is used, in which the leading scouting jet is chosen as probe and
the sub-leading jet as tag. The scouting tag and probe are paired with two
offline jets by requiring that the angular distance∆R ≤ 0.2. The offline jets
paired with the scouting probe and tag are referred to as offline probe and
tag, respectively. In order to reduce the impact of the radiation imbalance
bias (Section 7.4.1) a selection is applied on α, requiring α < 0.05.

In order to derive JES (Eq. 7.3), four quantities are needed:

⟨p
scouting,probe
T

p
offline,tag
T

⟩ as a function of poffline,tag
T , (7.13)

⟨p
offline,probe
T

p
offline,tag
T

⟩ as a function of poffline,tag
T , (7.14)
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⟨pscouting,probeT ⟩ as a function of poffline,tag
T , (7.15)

⟨p
scouting,probe
T

p
offline,probe
T

⟩ as a function of poffline,tag
T . (7.16)

The JES is then derived by following the three steps outlined below.

1. Eq. 7.13 (displayed in Fig. 7.4) is divided by Eq. 7.14. The division
results in Eq. 7.3 as a function of poffline,tag

T .

2. Eq. 7.15 (displayed in Fig. 7.5) is then used tomap the result of Step 1
from p

offline,tag
T to ⟨pscouting,probeT ⟩.

3. Finally, the standard deviation of Eq. 7.16 is used to assign the uncer-
tainty on the result of Step 2.
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Figure 7.4: ⟨pscouting,probeT /p
offline,tag
T ⟩ as a function of poffline,tag

T . Created with
simulation (left) and collision data (right). The uncertainty is entirely sta-
tistical and defined as the standard deviation divided by the square root of
the total number of events.

Figure 7.4 shows that on average the scouting probe has a lower pT than the
offline tag. As the scouting probe is chosen as the leading scouting jet, and
the offline tag is paired with the sub-leading scouting jet, scouting jets on
average have a lower pT than their offline reconstructed counter parts. A
similar trend (particularly for data at highmomentum) is visible in Fig. 7.5,
which showcases the mean scouting probe pT as a function of the offline
tag pT.
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Figure 7.5: ⟨pscouting,probeT ⟩ as a function of poffline,tag
T . Created with simula-

tion (left) and collision data (right). The uncertainty is entirely statistical
and defined as the standard deviation divided by the square root of the
total number of events.

7.5.2 Results

The final result of the JES measurement is presented in Fig. 7.6. The cre-
ation of ⟨pscoutingT ⟩ involves a mapping from poffline

T , resulting in varying
bin widths across different η regions, as well as discrepancies between bin
widths of simulation and recorded data.

As illustrated below, the JES is similar for both simulation and collision
data; approximately 0.97 for |η| ≤ 1.3, and 0.98 for 1.3 < |η| ≤ 2.5. The ratio
of the JES derived from collision data to the JES derived from simulation is
presented in Fig. 7.7. The ratio approximates to 1, indicating a good level
of agreement between simulation and collision data.

7.6 Jet energy resolution

The JER describes the resolution at which the energy of a jet can be mea-
sured and quantifies the uncertainty in the reconstructed energy of the jet.
In the following text, the JER of scouting and offline reconstructed jets are
derived and compared by calculating their ratio. In parallel with the JES
measurement, a comparison of JERdata to JERsimulation is provided to show-
case the level of agreement.
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Figure 7.6: The JES as a function of ⟨pscouting,probeT ⟩. Createdwith simulation
(left) and collision data (right). The uncertainty is entirely statistical and
is defined as the standard deviation of Eq. 7.15. Author’s contribution to
Ref. [57].
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Figure 7.7: The ratio of the JES derived from collision data to the JES
derived from simulation. The uncertainty is entirely statistical and is
computed through error propagation of the numerator and denominator
whose uncertainty is defined as the standard deviation of Eq. 7.15. Au-
thor’s contribution to Ref. [57].
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7.6.1 Methods

Dijet events are selected as outlined in Section 7.2. To account for the reso-
lution bias (Section 7.4.2), the JER is measured in bins of average pT. The
measurement is performedusing the dijet asymmetry technique [55], which
exploits the dijet pT-balancing method.

Asymmetry

The asymmetry of a dijet event is defined as

A =
pT,1 − pT,2
pT,1 + pT,2

, (7.17)

where pT,1 and pT,2 refer to the randomly ordered transverse momenta of
the two leading jets.

The asymmetry is expected to be close to 0, but may vary due to mea-
surement biases and errors in reconstruction. The distribution of asym-
metries mimics a Gaussian distribution with long tails, and is exemplified
in Fig. 7.8.
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Figure 7.8: Comparison of asymmetry distributions of the scouting and
offline reconstructions for simulated events with 550 < p

average
T < 650 and

|η| < 1.3. The histograms are normalised to unit. Author’s contribution to
Ref. [57].
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Width of the asymmetry

Ignoring the tails, the asymmetry is approximately Gaussian distributed
with a standard deviation defined as

σ(A) =

∣∣∣∣ δ(A)

δ(pT,1)

∣∣∣∣σ(pT,1) + ∣∣∣∣ δ(A)

δ(pT,2)

∣∣∣∣σ(pT,2). (7.18)

In the ideal case where the two jets of the dijet event are located in the same
η region and have perfectly balancedmomenta, the following relationships
are true:

⟨pT,1⟩ = ⟨pT,2⟩ = ⟨pT ⟩, (7.19)
σ(pT,1) = σ(pT,2) = σ(pT ). (7.20)

These relationships allow for a simplification of Eq. 7.18. The new equation
relates the JER to the width of the asymmetry distribution according to

σ(pT )

pT
= σ(A)×

√
2, (7.21)

where σ(A) is the width of A and σ(pT ) is the JER.

There are several methods that can be used to compute the width of the
asymmetry distribution. A commonly used approach is to fit a Gaussian
function to the asymmetry distribution and define σ(A) by the parameters
of this function. However, this method does not account for the presence
of tails in the distribution. As a consequence, a more robust method is
used in this section. This method computes σ(A) as the effective resolution
(described in Ref. [58]) and is achieved by finding the smallest interval
containing 68% (±1%) of the events, and dividing that interval by 2.

Simulated jet response

In order to account for the missing calibration of the JES (Section 7.2), it
is necessary to account for the simulated jet response (Rsimulation, Eq. 7.2)
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when measuring the JER. This is a common practice when estimating the
JER to avoid a bias due to an imperfect JES calibration.

⟨Rsimulation⟩ as a function of the generated jet pT, is displayed in Fig. 7.9.
The response is stable at high pT with a value of approximately 1.004 and
1.005 for offline jets in the barrel and endcap respectively. The response is
slightlyworse for scouting jets, which is expected as the corrections applied
are derived for online jets but not specifically scouting jets (Section 7.2).
The response is approximately 0.991 and 1.01 for scouting jets in the barrel
and endcap respectively.
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Figure 7.9: Average simulated jet response as a function of generated jet
pT, for the barrel (left) and endcap (right) The uncertainties are entirely
statistical and defined as the standard deviation divided by the square root
of the total number of events. Author’s contribution to Ref. [57].

TheRsimulation is accounted for in the calculation of JER as

σ(pT )

pT
=

σ(A)×
√
2

⟨Rsimulation⟩
. (7.22)

Eq. 7.22 is the final formula needed to measure the JER.

α extrapolation

To account for the radiation imbalance bias (Section 7.4.1), the measure-
ment of the JER is performed four times with decreasing amounts of extra
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jet activity. The JER is then extracted by extrapolating the extra activity to
zero. The variable α represents the extra jet activity, and the four inclusive
α bins used are α < 0.2, α < 0.15, α < 0.1, and α < 0.05.

An example of the extrapolation procedure is displayed in Fig. 7.10. The
point of intersection with the y-axis is considered to be the JER without
extra jet activity, and is identified by applying a linear fit to the data points.
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Figure 7.10: The value of σ(A) as a function of α for simulated events with
550 < p

average
T < 650 and |η| < 1.3. A linear fit is used to determine the

point of intersection with the y-axis. The uncertainty is entirely statistical
and defined as the square root of the variance divided by the total number
of events. Author’s contribution to Ref. [57].

7.6.2 Results

The final result of the JER is presented in Fig. 7.11. The results show a good
level of agreement between the scouting and offline reconstructed jets. The
resolution is stable from around 500GeV, with a value of approximately
0.05 and 0.06 in the barrel and endcap regions respectively.

Figure 7.12 displays the ratio of the JERderived from scouting reconstructed
events to the JERderived fromoffline reconstructed events. The ratio shows
a disagreement of approximately 10% and 2% below and above 500GeV
respectively. Finally, Fig. 7.13 displays the ratio of the JER derived from
collision data to the JER derived from simulation. The ratio is consistently
above 1, which is expected as simulation always assumes a better detector
performance than is observed in collision data. The only exception to this
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Figure 7.11: JER as a function of average pT. Computed from simulation
(upper) and collision data (lower), with events from the barrel (left) and
endcap (right). The uncertainties are taken from the linear fit of the ex-
trapolation procedure, and account for the number of events in each bin as
well as the uncertainty of the fit. Author’s contribution to Ref. [57].

is the first pT bin in the endcap. This discrepancy may have arisen due to
the reduced number of events in this particular bin as a result of the trigger
selection. The large uncertainty of that bin accounts for the discrepancy.

7.7 Conclusion

The JES and JER measurements show a good level of agreement between
the scouting and offline reconstructions. In addition, the JES and JER de-
rived from collision data are within the statistical uncertainty of the simu-
lation.

The impact of the differences observed in the JER between the two recon-
structions on the results of subsequent analyses can be quantified by

JERfinal = (1 +∆JER)× JER, (7.23)

where∆JER is the discrepancy between the reconstructions (expressed in
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Figure 7.12: The ratio of JER derived from scouting reconstructed events
to the JER derived from offline reconstructed events. Created with simu-
lation (left) and collision data (right). The uncertainties are derived with
error propagation of the numerator and denominator and account for the
number of events in each bin as well as the uncertainty of the linear fit of
the extrapolation procedure. Author’s contribution to Ref. [57].
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Figure 7.13: The ratio of the JER derived from collision data to the JER
derived from simulation with events from the barrel (left) and endcap
(right). The uncertainties are derived with error propagation of the nu-
merator and account for the number of events in each bin as well as the
uncertainty of the linear fit of the extrapolation procedure. Author’s con-
tribution to Ref. [57].
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decimals).

Given a JER of 0.05 (as in Fig. 7.11 at high pT) and a ∆JER ranging from
2–10% (as in Fig. 7.12), JERfinal is 0.051–0.055. This change is almost neg-
ligible for the purposes of most analyses. This is because the JER is incor-
porated into analyses involving jets by smearing the simulated jet energy
according to a parameterised Gaussian function that represents the JER.
As it has previously been demonstrated that the JER in collision data is
larger than in simulation [56], it is necessary to smear the simulated jets to
accurately model the collision data jets. To quantify the impact of the JER
uncertainty, the analysis is repeatedmultiple times using different versions
of the Gaussian smearing function. This effectively accounts for the possi-
ble variations in reconstructed jet energies due to the JER. This uncertainty
is then quantified by calculating the spread of the analysis results. The
larger the spread, the larger the impact of the JER uncertainty on the anal-
ysis. This systematic uncertainty is often one of the dominant uncertainties
in analyses involving jets, so a change of 2–10% in the JER is insignificant
to the final uncertainty associated with it.

In conclusion, the results presented here indicate that the scouting recon-
structed jets are suitable for almost all analyses that are statistically lim-
ited, but not systematically limited, such as precision measurements that
require the best possible JER.

7.7.1 Future perspectives

It was noted during the measurements of the JES and JER that the trigger
condition of the ScoutingPFMonitor dataset could be further optimised
for future studies of this nature. While the measurements require several
triggers targeting events containing at least one jet with a pT exceeding dif-
ferent thresholds, as discussed in Section 6.3.2, the dataset only recorded
events containing hadronic activity based on the presence ofHT > 1050GeV.
This ultimately prevented the study of JES and JER below a pT of 200GeV.

In order to improve future measurements, a study to improve the trig-
ger condition was conducted. The study compared the replacement of
HLT PFHT1050with an array of triggers selecting events based on the pres-
ence of at least one jet with pT exceeding varying thresholds (denoted as
”Array of HLT PFJet”). The study was performed with a subset of events
recorded by the HLTPhysics stream (Section 5.2.2) in 2023 and the results
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are displayed in Fig. 7.14 as a function of leading jet pT and average pT.
While the events are few, the problemwith the old trigger condition is clear:
low-pT events are not selected.

Figure 7.14: Comparison of number of events selected with the old (blue)
and new (orange) ScoutingPFMonitor trigger condition as a function of
leading jet pT (left) and average pT (right).

While this study was successful and steps were made to provide a more
appropriate trigger condition, it was not possible to repeat the measure-
ment with the improved condition before the submission of this thesis due
to a premature shut down of the LHC accelerator.
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Chapter 8

Theoretical background

This chapter serves as an introduction to the theoretical underpinnings of
the physics analysis presented in this thesis. First, an overview of the cen-
tral concepts of the Standard Model is provided (a comprehensive review
can be found in Ref. [59]). The Higgs mechanism, which provides parti-
cles withmass and gives rise to the Higgs boson, is then discussed. Finally,
the production and decay modes on the Higgs boson are presented with
special emphasis of the production and decay modes crucial to the physics
analysis presented later in this thesis.

8.1 Overview of Standard Model

The Standard Model (SM) of particle physics is a theory that describes all
known elementary particles and their interactions at the fundamental level.
Based on an internal property referred to as spin, the elementary particles
are divided into two distinct categories. Fermions are distinguished by their
half integer spin, and make up the matter of our universe. Bosons have a
integer spin, and mediate the interactions between the fermions.

The fermions include 12 elementary particles along with their respective
antiparticles. The antiparticles have opposite charge but the samemass and
spin. The fermions among the elementary particles are further divided
into quarks and leptons, which exist in three generations of different mass
scales. For quarks, each generation consists of a quark doublet, while for
leptons, each generation consist of one massive and one extremely light
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lepton. While the first generation is stable, the particles of the two other
generations are short-lived and decay into lighter particles.

All quarks carry a colour charge, and are combined to form colour neu-
tral composite particles called hadrons. The three colours are denoted as
red, blue and green. In addition to colour charge, quarks also carry elec-
tric charge. The three up-type quarks (up, charm and top) carry an elec-
tric charge of+2/3, while the three down-type quarks (down, strange and
bottom) have an electric charge of −1/3.

The leptons also carry electric charge. The three charged leptons (elec-
tron, muon and tau) have an electric charge of −1. The charged leptons
are accompanied by corresponding neutral leptons called neutrinos (elec-
tron neutrino, muon neutrino and tau neutrino). While the SM predicts
that the neutrinos have zero mass, the neutrino masses have been experi-
mentally measured to be very small but not zero [37].

Particle Generation Mass Electric charge
Quarks

up (u) 1 2.2MeV +2/3
down (d) 1 4.7MeV −1/3
charm (c) 2 1.27GeV +2/3
strange (s) 2 93.4MeV −1/3
top (t) 3 172.7GeV +2/3
bottom (b) 3 4.18GeV −1/3

Leptons
electron (e) 1 0.511MeV −1
electron neutrino (νe) 1 < 0.8 eV 0
muon (µ) 2 106MeV −1
muon neutrino (νµ) 2 < 0.19MeV 0
tau (τ) 3 1.777GeV −1
tau neutrino (ντ) 3 < 18.2MeV 0

Table 8.1: List of fermonic particles in the SM. Masses are obtained from
Ref. [37].

The SM explains three of the four fundamental forces governing our uni-
verse; the strong force, the weak force and the electromagnetic force. The
last two forces appear very different at low energies, but merge into a sin-
gle force (called the the electro-weak force) above the electro-weak scale of
approximately 100GeV.
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Each force is carried by gauge bosons, also known as vector bosons. The
chargeless photon (γ) mediates the electromagnetic (EM) force, the eight
flavours of massless and electrically neutral gluons (g) mediate the strong
force, and the charged W± and neutral Z bosons mediate the weak force.
The Higgs boson, a spin-0 particle, gives mass to fundamental particles.

Particle Mass Electric charge
photon (γ) 0 0
gluon (g) 0 0
W± 80.38GeV ±1
Z 91.19GeV 0

Table 8.2: List of gauge bosons in the SM. Masses are obtained from
Ref. [37].

8.2 Gauge groups

The SM is built upon the principles of quantum field theory, where par-
ticles are represented as excitations of quantum fields. Each fundamental
particle corresponds to a specific quantumfield that permeates all space. A
gauge group defines the type of symmetry transformations that the field can
undergo while leaving the physical behaviour of the system unchanged.
The SM is built from three types of gauge groups.

1. U(1) is associated with the electromagnetic force and is represented
by the photon. The gauge group is described by the theory of quan-
tumelectrodynamics (QED) thatmodels interactions between charged
particles.

2. SU(2) describes theweak nuclear force, which is responsible for pro-
cesses such as beta decay andneutrino interactions. The gauge bosons
associated with this gauge group are theW± and Z bosons.

3. SU(3) is associated with the strong nuclear force, governed by glu-
ons. The strong force is responsible for forming hadrons, such as
protons and neutrons, out of their constituent quarks.

Each of these gauge groups is described by a specific mathematical frame-
work called a gauge theory. By combining the theories associated with the
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three gauge groups listed above, a gauge group describing all fundamental
particles and their interactions is obtained. This group is denoted as

U(1)× SU(2)× SU(3). (8.1)

8.3 Higgs mechanism

The combination of theweak and electromagnetic force, known as the elec-
troweak force, is represented by combining the gauge group U(1) and
SU(2). The requirment of a local gauge symmetry in the group forces the
gauge bosons (the W± and Z bosons, and photon) to be massless. How-
ever, experimental observations clearly indicate that theW± and Z bosons
are in fact massive [60, 61]. To address this discrepancy, a mechanism in-
volving the Higgs field was proposed.

The Higgs field is a quantum field that permeates all space, and when ac-
quired a nonzero value, breaks the electroweak symmetry. The symmetry
is broken spontaneously by introducing the Englert-Brout-Higgs-Guralnik-
Hagen-Kibble mechanism [62–67], which generates masses for the W± and
Z bosons through the interactions with the particles and the Higgs field.
In addition, the mechanism provides a way for fermions to acquire mass,
through the so-called Yukawa interactions.

A particle referred to as the Higgs boson emerges as a quantum excita-
tion of the Higgs field, and can be detected experimentally. The Higgs bo-
son’s discovery by the CMS [33, 34] and ATLAS [68] experiments in 2012
confirmed the existence of this mechanism and provided a crucial piece
of evidence for the SM. So far, all measurements of the properties of the
Higgs boson suggest that the particle is compatible with the SM expecta-
tion [69, 70].

8.4 Higgs production modes

The probability of a certain particle process occurring is described by the
so-called cross section. The cross section of a Higgs boson productionmode
is determined by a combination of factors related to the nature of the par-
ticles involved and the available energy in the collision. The total cross
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section for the production of the SM Higgs boson in proton-proton colli-
sions at √s = 13TeV is 54 ± 2.6 pb [71]. This results in the production of
roughly one Higgs boson every second at an instantaneous luminosity of
2× 1034 cm−2s−1 [69].

At the LHC, the production of Higgs bosons is dominated by a processes
referred to as gluon-gluon fusion (ggF, illustrated by a Feynman diagram
in Fig. 8.1). In this process, two gluons from the colliding protons in-
teract. These gluons are excitations of the quantum field associated with
the strong nuclear force, which momentarily transform into virtual quarks
through a quantum process called loop correction. A virtual particle is a
concept within the framework of quantum field theory and represents an
intermediate state in particle interactions. They are not directly observed
as free particles, but are instead considered to be fluctuations in the quan-
tum field.

In the process of ggF, the virtual quarks generated through loop correc-
tion emit a virtual Higgs boson. This Higgs boson can be thought of as
emerging from the interaction of the quarks and the Higgs field. Due to
the large cross section of the production mode, ggF is often targeted by
analyses studying rare decays.

Figure 8.1: Feynamn diagram of Higgs boson production through gluon-
gluon fusion, where g denotes a gluon and H a Higgs boson.

Vector boson fusion (VBF, illustrated in Fig. 8.2) is the second largest Higgs
boson production mode at the LHC. In VBF, two quarks from the colliding
protons radiate virtual vector bosons. As these vector bosons interact with
each other, a Higgs boson is emitted as a quantum excitation of the Higgs
field. The initial quarks that radiated the vector bosons travel mostly along
their initial directions, being deflected only very slightly. Due to the pres-
ence of two forward-going quarks, VBFprovides a distinctive experimental
signature that is reconstructed as two forward-going jets by the CMS de-
tector. A study of the VBF and ggF production modes are presented in
detail in Chapter 11.
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Figure 8.2: Feynamn diagram of Higgs boson production through vector
boson fusion, where q denotes a quark, V ∗ a Z orW± boson andH aHiggs
boson.

There are two additional prominent Higgs boson production modes at the
LHC; Higgs strahlung (VH) and top quark fusion (ttH). While VH involves
the interaction of a quark with a virtual vector boson, ttH occurs through
the interaction of two top quarks. Both interactions result in the emission
of a Higgs boson.

While ggF is the predominant production mode at the LHC, the fraction
of Higgs bosons generated through other production modes is affected by
the pT of the Higgs boson. This is illustrated in Fig. 8.3, where the relative
contribution to the cumulative cross sections as a function of the Higgs
boson pT threshold is displayed for each production mode described in
previous paragraphs. While ggF contributes 87% of the cross section at√
s = 13TeV when considering the full pT range [72], the relative contri-

bution decreases to 50% at pT > 450GeV. At pT > 1200GeV, the ggF and
VH rates are comparable, with each contributing about 35% of the total
Higgs boson production cross section.

8.5 Higgs decay modes

The relatively short lifetime of the Higgs boson (1.6 × 10−22 seconds as
predicted by the SM [73]), is influenced by its interactions with a large
number of particles. The Higgs boson interactions occur through gauge
couplings for gauge bosons and Yukawa couplings for fermions. These cou-
plings determine the strength of the interaction between the Higgs boson
and a given particle, and is related to the masses of the particles involved.
The Higgs boson couples to gauge bosons with an amplitude proportional
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pcut
? [GeV] VBF VH tt̄H

400 �17.80% �19.05% �6.95%

450 �19.43% �20.83% �7.75%

500 �21.05% �22.50% �8.49%

550 �22.34% �24.07% �9.11%

600 �23.73% �25.56% �9.91%

650 �25.03% �26.98% �10.67%

700 �26.29% �28.30% �11.37%

750 �27.35% �29.60% �11.94%

800 �28.42% �30.83% �12.51%

Table 7: Percentage decrease of the cross sections of Table 6 due to the inclusion of electro-weak
corrections as a function of the cut in p?.
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Figure 4: Cumulative cross section for the production of a Higgs boson as a function of the lowest
Higgs boson transverse momentum. The cross section due to the gluon-fusion (green), VBF (red),
vector boson associated (blue) and top-quark pair associated (magenta) production mode are shown
in absolute values (left) and relative size (right).

can be affected differently by new-physics effects. It is therefore desirable in experimental analyses
to avoid subtracting different Higgs production channels from the experimental measurement as a
way of assessing the gluon-fusion contribution. Such a subtraction can only be done under strong
theoretical assumptions. An unbiased way of reporting the experimental results necessarily involves
quoting the fiducial cross sections.

For the gluon fusion contribution, we compare the resulting predictions to those of Monte-Carlo
event generators in Table 5 and find good agreement within the quoted uncertainties. This implies
that one can safely use the predictions from the considered event generators with the associated
theoretical errors in the simulation of the boosted Higgs cross section. Additional values of the
gluon-fusion cross section are also reported in Appendix A up to scales of 1.25 TeV.

We stress that we did not account here for other sources of theoretical uncertainties (such as
the top mass scheme, PDF and couplings uncertainties, and EW corrections to the gluon-fusion
process), which must be included in the overall systematics. Therefore, further in-depth studies are
required for future precise determinations of the boosted Higgs cross section.

– 10 –

Figure 8.3: The relative contribution to the cumulative Higgs boson cross
section due to the ggF (green), VBF (red), VH (blue) and top-quark fusion
(magenta) production modes as a function of the Higgs boson pT thresh-
old. Figure taken from Ref. [72].

to the gauge boson mass squared, and to fermions with an amplitude pro-
portional to the fermion mass [69].

The decay of the Higgs boson has to obey energy and momentum conser-
vation. Consequently, theHiggs boson cannot decay to the heaviest known
elementary particle, the top quark. While the combinedmass of twoW± or
two Z bosons are larger than that of one Higgs boson, it is possible for the
Higgs to decay into a pair of each boson. In such cases, one of the gauge
bosons is a virtual particle whose existence suppresses the likelihood of
the decay. As a result, the majority of Higgs bosons decay to the next most
massive particle — the bottom quark (denoted as H → bb̄).

Despite being the most common Higgs boson decay mode, detection of
H → bb̄ at the CMS experiment can be challenging due to the large num-
ber of other processes that also produce quarks. Distinguishing H → bb̄
events from other processes involving quarks requires sophisticated anal-
ysis techniques. In contrast, decay modes resulting in leptonic final states
are much easier to detect due to their distinctive signatures in the detector.
While the Higgs boson may directly decay into a pair of Z or W± bosons,
the decay into massless photons are only possible via quantum-loop pro-
cesses involving particles such asW± bosons and top quarks.
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The probability of a certain decay occurring can be quantified by the branch-
ing fraction, defined as the fraction of particles (of a given type) that decay
through an individual decaymodewith respect to the total number of such
particles which decay. Figure 8.4 displays the primary decay modes of the
Higgs boson in order of their branching fractions as a function of the Higgs
boson mass.

Figure 8.4: Higgs boson branching ratios around the mass range of
125GeV. Figure taken from Ref. [71].



Chapter 9

Statistical methods

The physics analysis presented in this part of the thesis aims to compare
the observed yield of collision data to the expected yield of simulation in
order to establish the presence of a particular physics process. If an excess
of events corresponding to the presence of the physics process of interest
(so-called signal) is observed, the likelihood of it existing due to the signal
model and not a statistical fluctuation is estimated. If there is no excess
corresponding to the presence of the signal, a likelihood of excluding the
signal model is instead estimated. In both cases, the parameter of interest
is the amount of signal, represented by the signal strength.

The analysis is performed over a distribution that discriminates between
the signal and other physics processes present in the data (collectively re-
ferred to as background). The distribution is referred to as the summary
statistic, and can be any distribution such as the reconstructed jet mass or
the discriminator of amachine learning classifier. Distributions of the sum-
mary statistic, referred to as templates, are created for each signal and back-
ground process. A nominal template corresponds to the nominal yield of
the distribution, while up- and down-varied templates are created by vary-
ing the event yield in each bin up and down.

In this chapter, the relevant statistical methods applied in the analysis pre-
sented in Chapter 11 and 12 are discussed. First, the signal strength is de-
scribed (Section 9.1). The likelihood function and maximum likelihood
estimation are then introduced in Section 9.2 and 9.3, respectively. The use
of test statistics is discussed in Section 9.4 and 9.5. Finally, the treatment of
systematic uncertainties are discussed in Section 9.6.
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9.1 Signal strength

The agreement between the observed yield and the theoretical expectation
can be quantified by introducing a so-called signal strength parameter. The
signal strength modifier (µ) is a multiplicative factor to the expected signal
yield (NS) according to

Nexp = µ ·NS +NB, (9.1)

where Nexp and NB are the total and background expected yields, respec-
tively.

The signal strength modifier quantifies the strength of the signal sought in
the observed data, and is chosen such that

µ =

{
0, background model;
1, background+signal model, (9.2)

where the background model (referred to as B in the following text) dic-
tates that the observed data can be explained solely by known background
processes, while the background+signal model (referred to asB+S) rep-
resents the presence of the signal process in addition to knownbackground
processes.

The signal strength modifier is adjusted during analysis to best fit the ob-
served data by introducing it as a parameter of interest in the statistical fit.
The value of µ that best fits the observed data is obtained by studying the
likelihood function.

9.2 Likelihood function

The likelihood function returns the probability density for a given observed
data sample, as a function of its statistical parameters. The likelihood, L, of
observingNobs events in bin i, when the expected yield isNexp, is described
by the Poisson probability distribution. The combined Poisson probability
for all bins is defined as the product of independent Poisson probabilities
according to
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L({Nobs}|µ) =
∏
i

(Nexp,i)
Nobs,i

Nobs,i!
e−(Nexp,i), (9.3)

where {Nobs} represents all bins andNobs,i denotes the observed events in
bin i.

9.3 Maximum likelihood

The likelihood function, when evaluated for a given data sample, indicates
the most likely parameter values based on the probability of observing the
data sample. The statistical method used to estimate the parameters of
the likelihood function is known as maximum likelihood estimation. In max-
imum likelihood estimation, the parameters are chosen to maximise the
likelihood that the assumed model results in the observed data.

In Eq. 9.3, the value of µ that maximises this likelihood function for the
observed data is termed the maximum-likelihood value µML. For compu-
tational effectiveness, maximisation of the likelihood function can be per-
formed as the minimisation of the corresponding negative log-likelihood
function.

9.4 Test statistic

In order to investigate the measure of agreement between the observed
data and a given hypothesis, a function of the measured variables called
a test statistic is constructed [74]. To compare the compatibility of the ob-
served data with the B and B + S model hypotheses, the profile likelihood
ratio described in Ref. [75] is used. The profile likelihood ratios is con-
structed by normalising the likelihood function by its maximum likelihood
value, resulting in

q̃µ = −2ln L({Nobs} | µ)
L({Nobs} | µML)

. (9.4)
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q̃µ is subject to the constraint 0 ≤ µML ≤ µ, where the lower bound is
dictated by physics (ensuring a non-negative signal rate). In contrast, the
upper bound is manually imposed to establish a one-sided confidence in-
terval. In practical terms, this implies that upward fluctuations of the data,
such that µML ≥ µ, are not considered as evidence against theB+S model.

When quantifying the probability for the background to fluctuate and re-
sult in an excess of events as large or larger than what is observed in the
data, as described in Ref. [75], the test statistic is constructed as

q0 = −2ln L({Nobs} | B model)
L({Nobs} | B + S model) , (9.5)

= −2ln L({Nobs} | NB)

L({Nobs} | µNS +NB)
, (9.6)

= 2 · (µNS +NB) · ln(1 + µNS/NB)− 2µNS . (9.7)

The probability is then evaluated as the p-value of the upward fluctuation
of the B hypothesis. The p-value is often converted into the significance
Z as described in Ref. [75]. In the limit of a large data sample, the pro-
file likelihood ratio follows a non-central χ2-distribution. As a result the
significance may be approximated to

Z =
√
q0. (9.8)

9.5 Number-counting significance

As a higher significance relates to a higher likelihood of the B + S model,
Eq. 9.8 may be leveraged when optimising the event selection of an analy-
sis. This is achieved by adjusting the event selection tomaximise the signif-
icance. Such a procedure is referred to as maximising the number-counting
significance. Before maximising, the B + S model hypothesis is assumed,
resulting in µ = 1 and Eq. 9.8 becoming

Z =
√
2 · (NS +NB) · ln(1 +NS/NB)− 2NS . (9.9)
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9.6 Systematic uncertainties

Imperfections within the experimental setup and data processingmethods
are accounted for by assigning systematic uncertainties. These are added
to the statistical analysis as a set of nuisance parameters θ⃗. The nuisance
parameters can alter event yields in each bin. When the uncertainties are
taken into account the event yields become functions of θ⃗: Nexp → Nexp(θ⃗).

Different sources of uncertainty, corresponding to different nuisance pa-
rameters, can be treated as fully correlated (100% correlation), anti-correlated
(–100%), or independent (0%). The appropriate assignment of correla-
tions depends on the specific uncertainties present. Partially correlated un-
certainties are treated by splitting them to fully correlated or anti-correlated
sub components.

The nuisance parameters are added to Eq. 9.3 by adjusting the function to
depend on both the signal strength modifier µ and the full set of nuisance
parameters θ⃗. The adjusted function is described by

L({Nobs}|µ, θ⃗) =
∏
i

(µNexp,i(θ⃗))
Nobs,i

Nobs,i!
e−(µNexp,i(θ⃗))f(θ|θ̃), (9.10)

where f(θ|θ̃)denotes the probability density function (pdf) of the nuisance
parameters and θ̃ is the default value of the nuisance parameter.

If the nuisance parameter affects all bins in the same way, such that the
effect equals a multiplication of the total event yield by a given factor, it is
referred to as a normalisation uncertainty. In contrast, if the effect is defined
separately for each bin, such that the nuisance parameter can affect both the
shape and normalisation of the distribution, it is called a shape uncertainty.
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Chapter 10

Existing Higgs boson
measurements

The discovery of the Higgs boson by the CMS and ATLAS experiments
in 2012 marked a monumental breakthrough in particle physics, confirm-
ing the existence of the last missing elementary particle predicted by the
SM. The construction of the SM spanned 60 years of theoretical and ex-
perimental work [1, 2]. In the years following the discovery, significant
progress has been made in expanding our understanding of the particle.
In this chapter, the discovery of the Higgs boson is presented together with
current knowledge of its properties. The chapter concludes with a consid-
eration of remaining unanswered questions relating to the boson.

10.1 Discovery of the Higgs boson

At the time of the Higgs boson discovery, the CMS experiment was tar-
geting five decay modes with the aim of achieving an observed statistical
significance of 5.0 standard deviations (σ). Individually, the twomost sen-
sitive modes (H → γγ and H → ZZ → 4l) achieved 4.1 observed σ and
3.2 observed σ, respectively [33]. Combined, however, a local significance
of 5.0 σ (at a mass near 125GeV) and a global significance of 4.6 σ was
achieved [33]— signalling the production of a new, Higgs boson-like, par-
ticle. The invariant mass distributions of the two decay modes mentioned
above are presented in Fig. 10.1.
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Figure 10.1: The diphoton (left) and four-lepton (right) invariantmass dis-
tribution of the H → γγ and H → ZZ → 4l analyses, respectively. Figures
taken from Ref. [33].

The existence of a peak over the background expectation in each figure
indicates the presence of a new particle, and the position signifies themass
of that particle. At the time of the Higgs boson discovery, a significant
excess in the range of 121.5 < mH < 128GeV could not be excluded at
a 95% confidence level (CL) [33]. This was suggestive of a Higgs boson-
like particle in this mass range. The combined signal strength modifier µ
between all production and decay modes was then measured to be 0.87±
0.23 [33]. The CMS experiment has since refined this measurement to µ =
1.002±0.057 [69], which alignswith the SM expectation. The uncertainties
in the new measurement correspond to an improvement in precision by
more than a factor of 4 compared with what was achieved at the time of
discovery.

10.2 Production and decay modes

As discussed in Section 8.5, the SM predicts that the strength of the Higgs
boson’s couplings scale with themass of the particles it couples to. As a re-
sult, the strength of the couplings can be precisely determined by inserting
the previouslymeasured particlemasses and effectively provide SMexpec-
tations. In this way, experimental measurement of the couplings to each
individual particle provides direct tests of the SM. Moreover, these mea-
surements impose stringent constraints on theories beyond the SM, which
typically predict different coupling strengths.
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To date, all measurements of coupling strengths performed by the CMS ex-
periment have been consistent with the expectations of the SM. Measure-
ments from data recorded in Run 2 by the CMS detector are presented in
Fig. 10.2. The figure displays µ extracted for various production and decay
modes. The production modes presented in Section 8.4 are all observed
with a significance of 5 σ or larger. The measurements also show that the
Higgs boson directly couples to bottom quarks (5.6 σ) and tau leptons (5.9
σ) [69].

Figure 10.2: The signal strength modifier extracted for various production
(left) and decay (right) modes. The thick and thin black lines indicate the
1-σ and 2-σ confidence intervals, respectively, with the systematic and sta-
tistical components of the 1-σ interval indicated by the red and blue bands,
respectively. The vertical dashed line at unity represents the value of the
SM. Figures taken from Ref. [69].

10.2.1 Self-coupling

The SM predicts that, as Higgs bosons have mass, they interact with them-
selves. The probability of self-interaction is determined by properties of
the Higgs field — properties describing conditions immediately after the
Big Bang. Increasing knowledge of the Higgs boson self-interaction may
therefore advance our understanding of the dynamics of the early universe.
Moreover, some theories explain the abundance of matter over antimatter
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by requiring that the Higgs self-interaction diverges from the SM predic-
tion [76].

The most promising and direct way to measure the Higgs self-coupling in-
volves identifying a pair of Higgs bosons in the final state. Unfortunately,
the rate of such events is approximately 1000 times lower than that of single
Higgs boson production [77], rendering its measurement at the LHC chal-
lenging. As of the latest analysis using data recorded by the CMS detector
during Run 2, the cross section for the production of Higgs boson pairs is
measured to be below 3.4 times the SM expectation at a 95% CL [69].

10.3 Beyond the Standard Model

Theories of physics beyond the SM modify the predicted rate of Higg bo-
son production and decay modes. To probe such deviations from the pre-
dictions of the current SM theory, the κ framework [78] is used. In this
framework, a set of parameters are introduced that affect the Higgs boson
coupling strengths without altering the kinematic distributions of Higgs
boson interactions. The product of the cross section and the branching
fraction for an individual measurement is parameterised in terms of the
multiplicative coupling strength modifier κ. In the SM, all κ values are equal
to one.

The coupling modifiers for various Higgs boson interactions are measured
using data recored in Run 2 by the CMS detector. The results are presented
in Fig. 10.3— all measured values are compatiblewith the SM expectations
within 1.5 σ [69].

10.4 Unanswered questions

While understanding of the Higgs boson has advanced in the years since
its discovery, current knowledge remains incomplete. For example, many
properties of theHiggs bosonhave beendeterminedwith accuracies around
10%; this precision is insufficient to examine theories that differ only slightly
from the SM. In the future, the precision of these measurements can be in-
creased by recording more collision data.

A prominent question in Higgs boson research concerns self-interaction.
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Figure 10.3: Coupling modifiers extracted for various processes. The thick
and thin black lines indicate the 1-σ and 2-σ confidence intervals, respec-
tively, with the systematic and statistical components of the 1-σ interval
indicated by the red and blue bands, respectively. The vertical dashed line
at unity represents the values of the SM. Figure taken from Ref. [69].

As discussed earlier, advances in this area have the potential to provide in-
sights into the early universe and the matter-antimatter imbalance. More-
over, if self-interaction differs substantially from the SM prediction, it may
suggest that the universe does not exist in the energy state currently as-
sumed. Related to Higgs boson couplings, couplings to lighter particles
such as muons and charm quarks are yet to be observed with 5 σ. Any
discrepancies arising from studies of these couplings, or other precision
measurements, may suggest new physics beyond the SM.

Finally, the nature of the Higgs boson is explored in several theories that
extend the SM, discussed in detail in Ref. [79]. Some suggest that theHiggs
boson, like the proton, is not fundamental but is composed of other parti-
cles [80]. Other theories predict the existence of multiple Higgs bosons,
each sharing similarities but differing in characteristics such as charge or
spin. The Higgs boson discovered in 2012 has zero spin and no electric
charge, but other Higgs particles could have different characteristics. Some
phenomena that could be explained by additional Higgs particles include
dark matter, neutrino masses and the imbalance of matter and antimatter
in the universe [79].
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Chapter 11

Search for boosted Higgs
boson production

Experimental exploration of theHiggs boson is still in its infancy, as eluded
to in Chapter 10. Analyses aiming to (a) increase the precision of pre-
viously observed interactions and (b) detect further, unobserved interac-
tions are still required to enhance current understanding of the Higgs bo-
son. This chapter presents an analysis pertaining to unobserved interac-
tions, which aims to expand the search for Higgs bosons produced with
high transverse momentum (so-called boosted Higgs bosons) via VBF and
ggF.As boostedHiggs boson production can be sensitive to physics beyond
the SM (particularly momentum-dependent anomalous couplings [81]),
its study has become an important part of the CMS physics programme.
The lead investigator of the analysis presented in this chapter is Dr. Jennet
Dickinson— the author of this thesis worked on this analysis as a member
of Dr. Dickinson’s group.

As most proton-proton interactions at the LHC occur at relatively low en-
ergies compared to the centre-of-mass energy of the colliding protons, the
production of boosted Higgs bosons is rare. To circumvent this challenge,
this analysis targets theH → bb̄ decay mode because of its large branching
fraction (Section 8.5). This analysis provides, for the first time, insight to-
wards boosted Higgs bosons decaying through theH → bb̄ decay mode in
tandem with the VBF production mode. Existing searches for the boosted
H → bb̄ process by the CMS [82] and ATLAS [83] experiments have fo-
cussed on inclusive Higgs boson production. Due to the dominance of the
ggF production mode, these searches are primarily sensitive to Higgs cou-
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plings to top quarks and gluons. In contrast, as a consequence of targeting
the VBF production mode, the analysis presented here allows analysis of
Higgs couplings to vector bosons. The analysis is performed with data
collected from proton-proton collisions at √s = 13TeV with the standard
trigger strategy in Run–2 and an integrated luminosity of 138 fb−1 [84–86].

11.1 Analysis strategy

The signal of the analysis is the production of Higgs bosons through VBF
and ggF and their subsequent decay into bottom quark-antiquark pairs (il-
lustrated for the VBF production mode in Fig. 11.1). The background is all
other physics processes in the data, with the dominant contribution stem-
ming from QCD multijet production.

V ∗

V ∗

H

q’

q

b

b

Figure 11.1: Feynman diagram of the VBF production of a Higgs boson
and its subsequent decay into a bottom quark-antiquark pair. q denotes a
quark, V ∗ a Z orW± boson, H aHiggs boson and b a b quark. A letter with
a bar denotes an anti-particle.

As detailed in Section 4.4.1, whenmassive particles (such as the top quark,
W±, Z and Higgs bosons) decay hadronically at low pT, the decay prod-
ucts are reconstructed as separate jets due to the spatial separation be-
tween the partons of the decay. In contrast, when massive particles have
a pT greatly exceeding their mass, the hadronic decay results in highly
collimated decay products. These products can be more efficiently recon-
structed as a single large-radius jet, as is the case for boostedH → bb̄. This
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is exemplified in Fig. 11.2, where a comparison of a hadronically decaying
boson produced with low and high pT is provided.

Figure 11.2: Illustration of a boson produced with increasing amounts of
pT (left to right) decaying to two quarks. At high pT (right most), the
two quarks are emitted collimated, giving rise to one single large-radius
jet containing a subjet for each quark. Figure taken from Ref. [87].

It is possible to discriminate between decaying massive particles and QCD
multijet production on the basis of the properties of these large-radius jets.
One such property is the jet mass. The jet mass is defined as the invariant
mass of the jet constituents’ four-vector sum, and its distribution varies be-
tween physics processes. If the decay products of a quickly decaying unsta-
ble particle (so-called resonant particle) are captured by a jet, the jet mass
distribution will centre around the mass of the particle. In contrast, the
jet mass distribution of a non-resonant background does not. As a result,
analysis of the jet mass distribution allows the resonant particle and the
non-resonant background to be distinguished. In the analysis presented in
this chapter, the main background comprises non-resonant QCD multijet
production. In order to discriminate between boosted H → bb̄ (resonant)
and QCD multijet production (non-resonant), the jet mass is selected as
the summary statistic.

The analysis presented in this chapter involves a series of steps. These steps
are summarised below, and then described in more detail in the following
sections.

1. Signal jet selection. The large-radius jetmost likely to originate from
the signal process is selected for each event, and termed the Higgs
candidate jet.

2. Event selection. Consecutive selection steps (based on the event
topology of boosted H → bb̄) are applied in order to discard back-
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ground events whilst retaining signal events. Thismaximises the sig-
nal efficiency.

3. Background estimation. The shape and normalisation of the distri-
butions generated by background processes are estimated in order to
make a precise comparison between signal and background events.

4. Evaluation of systematic uncertainties. Systematic uncertainties aris-
ing from various sources, such as detector performance and theoret-
ical modelling, are quantified. These uncertainties define the preci-
sion of the final results.

5. Statistical analysis. Statistical methods are used to compare the ex-
pected signal and background distributions in order to extract the
observed signal strength.

11.2 Signal jet selection

As the decay products of boostedmassive particles are often reconstructed
as a single large-radius jet, the Higgs candidate jet of each event is selected
as the large-radius jet most likely to contain two b quarks. The implemen-
tation of this selection is explained below.

11.2.1 Higgs candidate jet

The likelihood of a large-radius jet containing two b quarks is described
by the DeepDoubleBvL-v2 (DDB) tagger discriminant [88], where a larger
tagger DDB discriminant corresponds to a larger likelihood. The task of
identifying the origin of jets is referred to as jet tagging, and the algorithm
employed for this purpose is called a jet tagger. In the CMS experiment,
a variety of algorithms using modern machine learning methods, such as
deep neural networks (DNN), have been developed for this task.

The DDB tagger is a DNN trained to distinguish (a) large-radius jets origi-
nating from the decay of a boosted object to a bottom quark-antiquark pair
from (b) jets originating from QCD multijet production. As illustrated in
Fig. 11.3, the DDB tagger shows a large improvement in performance rel-
ative to previous taggers; for a likelihood of misidentifying QCD jets as
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signal jets of 1%, there is a 75% likelihood of correctly identifying signal
jets.

Figure 11.3: Performance of DeepDoubleBvL-v2 identification algorithm
(blue line) demonstrating the probability of misidentifying QCD jets as a
function of theH → bb̄ tagging efficiency in terms of a ROC curve [88]. For
reference, the performance of a previous generation classifier, the double-b
tagger (gray dashed), is shown aswell as the performance of an earlier pro-
totype of theDeepDoubleBvL classifier (blue dashed) previously shown in
Ref. [89] and used in Ref. [90]. Figure taken from Ref. [88].

11.2.2 Soft drop jet mass

After selecting the Higgs candidate jets, a jet grooming algorithm is applied
to obtain the summary statistic: the groomed jetmass. It is necessary to ap-
ply the grooming algorithm in order to remove soft and wide-angle con-
tributions from the jet mass that would otherwise bias the results. These
contributions stem from initial-state radiation, underlying event and pile-
up. While several jet grooming algorithms exist, the “soft drop” algorithm
[91] is used in this analysis.

The “soft drop” algorithm works by iteratively declustering a jet into two
subjets using the Cambridge–Aachen algorithm [92, 93]. The energy dis-
tributions of the two subjets are evaluated, and if a specific criterion is met,
the sum of the two subjets is retained as the final jet. If the criterion is
not met, the softer subjet is removed and the procedure is repeated. The
criterion is defined as
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min(pT,1, pT,2)

pT,1 + pT,2
> zcut

(
∆R1,2

R0

)β

, (11.1)

whereR0 is the distance parameter of the jet,∆R1,2 is the angular distance
between the two subjets, and β and zcut are parameters of the procedure.
The default parameters used by the CMS experiment are β = 0 and zcut =
0.1.

The mass of the jet returned by the “soft drop” algorithm, here denoted as
mSD, is used as the summary statistic of the analysis. Specific corrections to
mSD are applied to correct for residual pT-dependence. These are evaluated
centrally by CMS and result in a jet mass resolution of approximately 0.1,
as documented in Ref. [94].

11.3 Event selection

To maximise signal efficiency, consecutive selection steps are applied to
identify boosted H → bb̄ events. These selections are chosen based on
their ability to discriminate effectively between signal and background jets.
First, the decaymode of the signal process is targeted. Next, focus is placed
on distinguishing the VBF and ggF production modes. A detailed descrip-
tion of the selection steps is provided below.

11.3.1 Trigger selection

Events containing large-radius jets are selected by an array of HLT triggers
that select events based on the presence of hadronic activity. In addition,
a jet tagger targeting jets originating from b quarks is employed in one of
the triggers. The efficiency of each trigger is computed using the reference
method as described in Section 5.1.3. The implementation of the reference
method is the same as that described in Section 6.3.3.

The trigger efficiency curve as a function of collision data recorded in 2016
is presented in Fig. 11.4. The efficiency of the logical ’OR’ of all triggers
used is 100% at approximately 500GeV, and 95% at around 450GeV. The
application of the jet tagger allows the efficiency to plateau at earlier pT
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than if the trigger expression was soley based on triggers selecting events
based on jet pT andHT. In order to avoid a trigger bias (which might arise
by selecting jets on the turn-on of the trigger efficiency curve) Higgs can-
didate jets are required to have pT ≥ 450GeV.
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Figure 11.4: Trigger efficiency of the HLT triggers used to select events
for collision data collected in 2016, as a function of AK8 jet pT. A logi-
cal ’OR’ of all the triggers is displayed in dark blue and reaches a plateau
around 500GeV. The uncertainties are entirely statistical and computed as
Clopper-Pearson intervals.

11.3.2 Baseline selection

The Higgs candidate jets are corrected with detector response corrections
derived from simulation to adjust the measured response of reconstructed
jets towards that of generated jets on average. The same corrections are ap-
plied to jets reconstructed from simulation and collision data, with in-situ
corrections (such as JES calibration) applied to the latter. Before clustering,
pileup is mitigated using the PUPPI technique (Section 4.4.3).

All Higgs candidate jets are required to have |η| < 2.5 and mSD > 40GeV.
The jets are also required to pass a quality criterion that discards badly
reconstructed and noise jets following the procedure outlined in Ref. [94],
and to be separated from all photons or charged leptons by an angular
distance of ∆R > 0.8.

The DeepCSV algorithm [95], a neural network trained to identify small-
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radius jets originating from b quarks, is used to reduce tt̄ background con-
tamination. Events are discarded if any of the four leading small-radius jets
in the hemisphere opposite the Higgs candidate jet are b-tagged (a typical
feature of tt̄ events). This selection discards around 40%of the background
tt̄ events. Since no neutrinos are expected in the final state, events with
MET > 140GeV are also discarded.

11.3.3 Jet ρ

A selection is made on the QCD dimensionless scaling variable ρ, defined
as

ρ = 2 ln
(

mSD
jet pT

)
. (11.2)

A detailed study performed in Ref. [82] found that to avoid instabilities
at the edges of the ρ distribution, events are required to have −6 < ρ <
−2.1. Jets below ρ = −6 are not considered in order to avoid the non-
peturbative regime of the mSD calculation. Similarly, jets with a ρ value
above−2.1 are discarded because they are impacted by the finite cone effects
of jet clustering: the pT of the Higgs boson is too low for the two b quarks
of the decay to be captured by a single large-radius jet. This selection is
fully efficient for the Higgs signal, but reduces the upper edge of the fitted
mSD range in the lowest two pT bins.

11.3.4 Jet substructure

The Higgs candidate jets are required to be consistent with the 2-prong
substructure of the H → bb̄ decay mode. The term N -prong describes a
specific decay signature, where N in this case represents the number of
subjets that are part of the large-radius jet. In the case of boosted H → bb̄,
each b quark stemming from the Higgs boson decay produces a separate
jet that can be identified as a subjet. This is illustrated in Fig. 11.2, where
the subjets are coloured blue and are contained within the large-radius jet,
coloured green.

The identification of jets with 2-prong substructures is achieved by selec-
tion based on the jets’ energy correlation function (ECF) [96, 97]. The ECF
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uses information about the energies andpair-wise angles of particleswithin
a jet in order to identify the N -prong substructure, and is defined as

oe
β
N =

∑
1<...<iN

n∏
a=1

zia ×min
 o∏

pairs{i1,...,in}
∆Rβ

 , (11.3)

where i is a particle within the jet, N is the number of subjets considered,
z the energy fraction of the particle, ∆R is the angular distance between
two particles, o denotes the order of the angular factor and β is related to
angular weighting.

A detailed study performed in Ref. [97], found that the following ratio of
ECFs is effective when distinguishing boosted Higgs boson decays

N1
2 = 2e

1
3

(1e
1
2)

2 . (11.4)

In order to minimise the dependence of the substructure selection on the
pT and mass of the Higgs candidate jets, a variant of N1

2 is defined as a
function of pT and ρ. This procedure is referred to as decorrelating and
the updated version of N1

2 is referred to as a designed decorrelated tagger
(DDT) [98]. The procedure is derived for a specific background efficiency
(ϵ); the application of the DDT tagger results in the removal of 100%− ϵ%
of the QCD events. For a given pT and ρ, the value of X that results in a
certain ϵ, when requiring N1

2 < X , can be written as Xϵ(pT , ρ). The trans-
formation to decorrelate N1

2 is then defined as

N1,DDT
2 (pT , ρ) = N1

2 −Xϵ(pT , ρ). (11.5)

In this analysis, ϵ is selected to be 26% in order to maximise the signal sen-
sitivity. The value is estimated bymaximising the number-counting signif-
icance as described in Section 9.5. A 2Dmap ofN1,DDT

2 is constructed using
a sample of simulated QCD events, and is presented in Fig. 11.5 for data
recorded in 2016. As a result, by requiring that the Higgs candidate jets
have N1,DDT

2 < 0, 74% of QCD jets wrongly identified as originating from
the signal process are discarded. In contrast, only about 48% of signal jets
are removed.
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Figure 11.5: Transformation map of N1
2 → N1,DDT

2 , corresponding to a
background efficiency of 26%, as a function of pT and ρ. The z-axis cor-
respond to Xϵ(pT , ρ) in Eq. 11.5. The inflection in the distribution around
ρ = −2 stems from the finite cone effect, and represents a natural limit to
the mass of a QCD jet for a given pT.

11.3.5 Higgs boson production mode

The final event selection separates Higgs candidate jets into two categories:
those originating from the ggF and from the VBF productionmode. As the
VBF mode is rare compared to the ggF mode, the categorisation process
focuses on maximising the number of VBF events identified.

To isolate theVBFproductionmode, the two forward jets characterising the
VBF mode (as discussed in Section 8.4) are targeted. To be identified as a
VBF event, two leading small-radius jets are required to have an angular
separation of |∆η| > 3.0 and an invariant mass mjj > 1TeV. The threshold
values are chosen to optimise sensitivity to the VBF mode by maximising
the number-counting significance. Events not meeting these criteria, or
that contain fewer than two small-radius jets, are classified as ggF events.
This selection correctly identifies more than 90% of jets (remaining from
the previous selections) as originating from the ggF and VBF production
modes.
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11.4 Background estimation

The background considered in this analysis comprises physics processes
classified as non-resonant and resonant. The QCD multijet production is
the dominant non-resonant background due to its large cross section (Sec-
tion 2.3). The next largest non-resonant background stems from top quark
processes. In events where a boosted top quark is produced, it is possible
that a large-radius jet will capture only two of the three prongs of the top
quark decay. As a result, the jet passes the N1,DDT

2 selection. In addition,
the presence of a b quark in top quark decaysmakes the jet likely to pass the
DDB selection, leading to misclassification. Since the large-radius jet fails
to capture all decay products of the top quark, the invariant mass of the
jet constituent does not centre around the top quark mass. In this way, top
quark production may erroneously contribute to the non-resonant compo-
nent of the background.

Significant resonant backgrounds arise from W± and Z + jets processes,
where the 2-prong decay of a boosted vector boson is mistaken for a signal
jet. Electroweak W± and Z production contributes mainly to the back-
ground in the VBF category because of the presence of two forward jets.

Accurate estimation of the backgroundprocesses’ shape andnormalisation
is essential because their combined yields dominate the total event yield.
For the analysis presented in this chapter, with the exception of the QCD
background, the shapes of all background processes are estimated from
simulation. The normalisation is further estimated from simulation for all
background processes except the QCD and the top quark background. The
estimations of these two are described in detail in the following text.

11.4.1 Signal and control regions

To facilitate background estimation, Higgs candidate jets are divided into
a signal region and a control region. These regions are identified by being
either above or below a DDB tagger discriminant value, and are chosen
to optimise sensitivity to VBF by maximising the number-counting signif-
icance. Higgs candidate jets with a DDB tagger discriminant≥ 0.64 are al-
located to the signal region, while Higgs candidate jets with a DDB tagger
discriminant < 0.64 are allocated to the control region. The discriminant
threshold corresponds to a 40% likelihood of correctly identifying signal
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jets and a 0.5% likelihood of misidentifying QCD background jets as sig-
nal jets.

Figure 11.6 shows the relative contribution of each Higgs boson produc-
tion mode discussed in Section 8.4, to the total Higgs signal yield in the
signal and control regions. The ggF and VBF signal regions are dominated
by jets originating from the ggF and VBF production modes, respectively.
Furthermore, the Higgs boson signal in the ggF and VBF signal regions are
more than 60% and 75% pure, respectively, in the target production mode.
Only about 0.3% of QCD jets are selected into the signal region of either
production mode.

ggF VBF VH ttH

0 0.2 0.4 0.6 0.8 1

ggF - Signal region

ggF - Control region

VBF - Signal region

VBF - Control region

Signal fraction

Figure 11.6: Relative contribution of each production mode to the total
Higgs signal yield in the signal and control regions after applying all event
selections described above. The fractions are computed using simulated
samples dedicated to each production mode. The ggF and VBF categories
are shown separately.

11.4.2 QCD background

The predicted shape and normalisation of the QCD background in the sig-
nal region is derived using the background-enriched control region. The
predicted number of QCD events in bin i of the signal region is computed
as



11.4 Background estimation 109

N i
S = Rsimulation

S/C Ndata,i
C FQCD,i

S/C F data,i
S/C , (11.6)

where Rsimulation
S/C is the ratio of simulated QCD events in the signal region

to simulated QCD events in the control region and Ndata,i
C is the number

of observed data events in bin i in the control region. FQCD,i
S/C and F data,i

S/C
are transfer factors (polynomial functions) that quantify the change of the
background shape between the signal and control regions.

FQCD,i
S/C controls potential shape effects introduced by the DDB tagger selec-

tion, and is derivedwith a dedicated fit to themSD distribution of simulated
QCD events. F data,i

S/C accounts for discrepancies in DDB tagger performance
between collision data and simulation, and is derived with a simultaneous
fit to the mSD distribution of the collision data in the signal and control
regions.

For each transfer factor, the optimal number of free parameters used by the
polynomial is determined by a Fisher F-test [99]. A low order polynomial
with p1 parameters is taken as the baseline function. An alternative func-
tion with p2 > p1 parameters is tested against the baseline, and adopted
as the new baseline if it provides a significantly better goodness of fit (test
statistic that describes how well a statistical model fits a set of observa-
tions).

11.4.3 Top quark background

The normalisation of the top quark background is estimated by selecting
a sample targeting the event topology of single-µ tt̄ events (illustrated in
Fig. 11.7). To target the specific event topology, the following selections are
applied consecutively.

1. To target the muon of the leptonically decaying W boson, events
are required to contain exactly onemuonwith pT > 55GeV and |η| <
2.1.

2. To target the two partons from the hadronically decaying W bo-
son, at least one large-radius jet with pT > 400GeV, |η| < 2.4 and
N1,DDT

2 < 0 is required. The large-radius jet must be separated from
the muon by an angular distance of∆ϕ > 2π/3.
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Figure 11.7: Feynman diagram of a single-µ tt̄ event.

3. To target the b quark from either of the decaying W bosons, at
least one small-radius b-tagged jet with pT > 50GeV and |η| < 2.5 is
required.

The single-µ tt̄ sample is separated into a tt̄ signal region and a tt̄ control re-
gion according to the same DDB tagger discriminate criterion as described
in Section 11.4.1. The sample is then used to derive two scale factors (SF).
The first SF constrains the number of events according to

SFN =
Ndata

S and C −N simulation,non−tt̄
S and C

N simulation,tt̄
S and C

, (11.7)

where the denominator is the simulated tt̄ events in the signal and con-
trol region and N simulation,non−tt̄

S and C represents the simulated events from the
remaining simulated samples in the signal and control region.

The second SF accounts for the efficiency of the DDB tagger selection ac-
cording to

SFϵ = ϵdata/ϵsimulation, (11.8)

where the numerator and denominator is defined as
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ϵdata =
Ndata

S −N simulation,non−tt̄
S

Ndata
S and C −N simulation,non−tt̄

S and C

, (11.9)

ϵsimulation =
N simulation,tt̄

S

N simulation,tt̄
S and C

. (11.10)

Both SFs are fitted simultaneously with a maximum likelihood fit. The
overall predicted number of top quark events in the signal region is then
derived as the number of simulated tt̄ events in the signal region scaled by
(SFN × SFϵ).

11.5 Systematic uncertainties

Systematic uncertainties arise from various sources, including experimen-
tal measurements and theoretical assumptions. The impact of each sys-
tematic uncertainty is quantified by evaluating its effect on the final results
as described in Section 9.6. When combined, the total systematic and sta-
tistical uncertainties determine the final uncertainty of the result. In the
following text, the main sources of systematic uncertainties in this analysis
are discussed.

11.5.1 Trigger uncertainty

Discrepancies between simulation and collision data may result in differ-
ences between their respective trigger efficiencies. For example, if simu-
lated jets are consistently reconstructed with a lower pT than their truth
pT, the simulated trigger efficiency (ϵsimulation) curve may reach its plateau
slightly earlier than is observed with collision data (ϵdata). The difference
between the trigger selection is therefore corrected for, and the limited pre-
cision of the correction is taken into account by assigning a systematic un-
certainty in the form of a shape uncertainty (Section 9.6). The correction
is applied to the simulated Higgs candidate jets with a SF derived as

SF (mSD, pT ) =
ϵ(mSD, pT )data

ϵ(mSD, pT )simulation
, (11.11)
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where the efficiency for simulation is computedwith simulated samples of
QCD multijet production.

The SF for the data-taking period of 2016 is presented in Fig. 11.8 together
with their associated uncertainty (∆SF ). The uncertainty is propagated
to the analysis as a systematic uncertainty by creating one up- and one
down-varied template, as described in Section 9.6. To create the up- and
down-varied templates the nominal distribution of the summary statistic
is multiplied by 1 + ∆SF and 1−∆SF , respectively.
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Figure 11.8: Trigger efficiency SF (left) and its associated statistical uncer-
tainty (right) for the 2016 data-taking period as a function of AK8 jet pT
and mSD.

11.5.2 Groomed jet mass and substructure uncertainties

When interpreting the results of an analysis involving the groomed jet
mass, it is critical to account for the grooming algorithms effect on the jet
mass scale (JMS) and jet mass resolution (JMR). In order to compute these
properly, the signal process must be well isolated from other processes,
such as QCD multijet production. While it is challenging to isolate pro-
cesses based on the jets of the event, the desired process can be efficiently
selected using leptons. The energy deposited by electrons is more tightly
clustered than that deposited by hadrons, leaving a cleaner signature in the
calorimeter. For muons, the large amount of material between the interac-
tion point and the muon chambers acts as an absorber for almost all SM
particles except muons; if a signal is detected in the muon chambers, it is
likely a muon. In addition, fewer other SM processes mimic the signatures
of leptonically decaying particles than mimic the signatures of hadronic



11.5 Systematic uncertainties 113

channels. Particle decays producing at least one lepton are therefore effec-
tive tools for jet calibration.

As a consequence, the JMS and JMR are estimated with the use of a proxy
process that mimics the event topology of boosted H → bb̄: boosted W →
qq̄. This is achieved by selecting a single-µ tt̄ sample, largely following
the selection steps outlined in Section 11.4.3. The muon from the leptoni-
cally decaying W boson is targeted in order to select the event, while the
groomed jet mass from the decay of the hadronically decayingW boson is
used to determine the JMS and JMR.

The leading large-radius jet of each event is selected as the hadronically de-
caying W candidate. The candidate jets of the simulated samples are then
divided into four categories based on the angular distance ∆R between
the candidate jets and the generated W boson as well as the candidate jet
substructure. The categorisation is illustrated in Fig. 11.9.

Passing 
matched

Passing 
unmatched

Failing 
matched

Failing 
unmatched

Figure 11.9: Illustration of hadronically decayingW candidate jet categori-
sation. ”Jet” here refers to the candidate jet. If the angular distance ∆R
between the candidate jet and the generated W boson is less than 0.4, the
candidate jet is classified as matched, otherwise as unmatched. The pass-
ing region constitutes hadronically decaying W candidate jets that have
N1,DDT

2 < 0, while the failing region contains all other candidates.

The mSD is chosen as the summary statistic, and up- and down-varied
templates are created for the simulated samples. The JMS up- and down-
varied templates are derived by shifting the mass scale up or down by 5%.
In contrast, the JMRup template is obtained by smearing themass value by
10% with a Gaussian function, while the JMR down variation is the nomi-
nal distribution. The systematic uncertainty of JMS and JMR is accounted
for in the form of shape uncertainties.
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The categorisation into two regions depending on the jet substructure fa-
cilitates the substructure selection efficiency (ϵ) to be estimated and its un-
certainty accounted for. This is achieved by including a parameter for the
efficiency into the maximum likelihood fit according to

ϵpassing = Npassing/Nfailing, (11.12)
ϵfailing = 1− ϵpassing, (11.13)

where Npassing and Nfailing are the number of events with N1,DDT
2 < 0 and

N1,DDT
2 > 0, respectively.

Both ϵpassing and ϵfailing are allowed to vary between [0, 3] times their nom-
inal values in the simulated samples, and the systematic uncertainty is ac-
counted for in the form of normalisation uncertainty (Section 9.6) The sub-
structure selection is then derived simultaneously as the JMS and JMR es-
timation.

The fitted values of the parameters for the data-taking period of early 2016
are provided in Table 11.1, and are representative of the SFs of the other
data-taking periods.

ϵdatapassing/ϵ
simulation
passing δm (GeV) σdata

m /σsimulation
m

0.85± 0.14 −1.50± 0.45 0.98± 0.04

Table 11.1: Corrections for the jet substructure selection (ϵpassing), JMS (δm)
and JMR (σm) for the data-taking period of early 2016.

11.5.3 Experimental uncertainties

Experimental uncertainties, including those related to the determination of
the integrated luminosity [84–86], variations in the amount of pile-up and
the isolation and identification of leptons are also considered. In addition,
the effect of the limited statistics of the simulated samples and background
estimation are also included.

Additional systematic uncertainties are applied to the event yields to ac-
count for the uncertainties due to the jet energy scale and resolution. The
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efficiency and corresponding uncertainty for the AK8 DDB tagger selec-
tion are measured centrally by the CMS, and have a value of 1 and 30%,
respectively. All experimental uncertainties are considered to be fully cor-
related across all data-taking periods, with the exception of a correlated
component of the luminosity uncertainty.

11.5.4 Theoretical uncertainties

In addition to experimental uncertainties, theoretical uncertainties are in-
cluded in the final fit to account for imprecision in the modeling of SM
processes. The dominant theory uncertainty applied to all Higgs signal
processes is due to the choice of QCD renormalization and factorization
scales. The uncertainties is calculated by varying the renormalization and
factorization scales up and down by a factor of two, according to the pre-
scription in Ref. [100], and amounts to approximately 20% on ggF and 5%
on VBF.

Additional theory systematics are applied to account for imprecise knowl-
edge of the strong coupling constant and uncertainties on the parton distri-
bution functions according to Ref. [101]. All theoretical uncertainties are
considered to be fully correlated across all data-taking periods.

11.6 Statistical analysis

A binned maximum likelihood fit to the observed mSD distribution is per-
formed over the simulated signal and background contributions. The bin-
ning differs for the two production modes, and is chosen to maximise the
expected significance in each category. The binnings are chosen as listed
in the following text.

• ggF category, six differential bins in jet pT.
• VBF category, two differential bins in invariant mass of the two lead-

ing small-radius jets (mjj).

Three separate signal strengths are conducted to scale the event yields of
ggF, VBF and Z → bb̄: µggF, µVBF and µZ. As a result, the full likelihood
function (Section 9.6) takes the form
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L({Nobs} | µ, θ) =∏
i,j

Poisson(Nobs
ggF, C,i,j |N

bkg
ggF,C,i,j + µ

Z
N

Z
ggF,C,i,j + µggFN

ggF
ggF,C,i,j + µVBFN

VBF
ggF,C,i,j)

×
∏
i,j

Poisson(Nobs
ggF,S,i,j |N

bkg
ggF,S,i,j + µ

Z
N

Z
ggF,S,i,j + µggFN

ggF
ggF,S,i,j + µVBFN

VBF
ggF,S, i, j)

×
∏
i,j

′

Poisson(Nobs
VBF,C,i,j′ |N

bkg
VBF,C,i,j′ + µ

Z
N

Z
VBF,C,i,j′ + µggFN

ggF
VBF,C,i,j′ + µVBFN

VBF
VBF,C,i,j′)

×
∏
i,j

′

Poisson(Nobs
VBF,S,i,j′ |N

bkg
VBF,S,i,j′ + µ

Z
N

Z
VBF,S,i,j′ + µggFN

ggF
VBF,S,i,j′ + µVBFN

VBF
VBF,S,i,j′)

× f(θ|θ̃),
(11.14)

where Nobs denotes the observed number of events in a given bin. The
first subscript indicates the category and the second subscript, S and C,
represents the signal and control regions, respectively. The subscript i runs
over the bins of the summary statistic mSD. The subscript j runs over the
six pT bins in the ggF category, and the subscript j′ runs over the two mjj
bins in the VBF category. The final term is the constraints on all nuisance
parameters in the likelihood.

The test statistic chosen to determine the signal yield is based on the profile
likelihood ratio described in Section 9.4. The nuisance parameters are added
to Eq. 9.4 by adjusting the function to depend on both µ and the full set of
nuisance parameters θ̂. The adjusted function is described by

q̃µ = −2lnL({Nobs} | µ, θ̂µ)
L({Nobs} | µ̂, θ̂)

(11.15)

where θ̂ and µ̂ maximises the likelihood, and θ̂µ refers to the conditional
maximum likelihood estimators of θ.

The signal strengthmodifier is evaluated from a scan of q̃µ, performedwith
a parametric bootstrap as in Ref. [102]. The 68% CL intervals for µ are
evaluated from q̃µ = 1.00.
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11.7 Results

The combined signal strength for the VBF process is determined as 5.0+2.1
−1.8.

The corresponding significance, calculated with the ggF signal strength
freely floating, is observed to be 3.0 σ (with expected at 0.9 σ). Similarly,
the combined signal strength for the ggF process is measured as 2.1+1.9

−1.7,
yielding an observed and expected significance of 1.2 σ and 0.9 σ, respec-
tively. The largest sources of uncertainty stem from the QCD background
estimation, the theory uncertainties on Higgs boson production, the size
of simulated signal samples, jet energy scale and the uncertainty on the
DDB tagger selection. However, overall, the precision of the results is con-
strained by the statistical uncertainty inherent in themeasurements. To en-
hance the reliability of the results, additional data collection is necessary
to mitigate the impact of statistical fluctuations.

The observed data and fitted distributions of the mSD in the VBF and ggF
category are presented in Figs. 11.10 and 11.11, respectively. These results
are aggregated over all differential bins and data-taking periods. The to-
tal background is decomposed into contributions from various processes,
and the total uncertainty is represented by a red band. The background-
enriched control region is depicted on the left, and the signal region is
shown on the right. The fitted ggF and VBF distributions are overlaid in
red and green, respectively. The apparent discontinuity at high mass in
the ggF category is attributed to the selection of jet ρ as described in Sec-
tion 11.3.3.

11.8 Discussion

The analysis presented in this chapter focuses on the exploration of boosted
Higgs boson production through the H → bb̄ decay mode in conjunction
with the VBF and ggF production modes. The rarity of such processes,
coupled with the VBF process’ unique sensitivity to Higgs couplings with
vector bosons, makes this study an important addition to the CMS physics
programme. The results, as outlined in the previous section, reveal a com-
bined signal strength for the VBF process of 5.0+2.1

−1.8 with a corresponding
observed significance of 3.0 σ. For the ggF process, the combined signal
strength is measured as 2.1+1.9

−1.7, yielding an observed significance of 1.2
σ. These findings provide valuable insights into the behavior of boosted
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Figure 11.10: Data and fitted mSD distribution in the VBF category,
summed over all mjj bins and data-taking periods. The control (left) and
signal (right) regions are shown. Figures taken from Ref. [103].
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Figure 11.11: Data and fittedmSD distribution in the ggF category, summed
over all jet pT bins and data-taking periods. The control (left) and signal
(right) regions are shown. Figures taken from Ref. [103].
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Higgs bosons and contribute to the broader understanding of Higgs bo-
son interactions.

While the VBF production mode is a known process, the analysis pre-
sented here explores it for the first time at high transverse momentum
(pT > 450GeV). The measured signal strength of 5, indicates that the ob-
served events are five times more abundant than what would be expected
based solely on known particle interactions. This, coupled with the ob-
served significance, provides evidence for the presence of boosted Higgs
bosons produced through VBF. However, it is necessary to acknowledge
the statistical uncertainty inherent in the measurements, which constrains
the precision of the results. The range of 5.0+2.1

−1.8 implies that the true signal
strength lies within this interval with a 68% CL. The observed significance
of 3.0 σ is indicative of a noteworthy result, but additional data collection
is essential to enhance the reliability of these findings and to mitigate the
impact of statistical fluctuations. The significance of 0.9 σ for the ggF pro-
cess also underscores the need for further data to strengthen the evidence
supporting the observation.

The higher than expected signal strength for the VBF process raises possi-
bilities regarding potential anomalous Higgs couplings, particularly those
involving interactions with vector bosons. While the SM provides a well-
established framework for understanding particle physics, deviations from
the expected behaviour could signal the presence of new physics. Anoma-
lous Higgs couplings, such as modifications in the coupling strength be-
tween the Higgs boson and vector bosons, could be a manifestation of new
physics phenomena. In addition, the anomalymaybe linked tomomentum-
dependent couplings, a phenomenon explored in the context of boosted
Higgs boson production. Detailed investigations into the behaviour of the
boosted Higgs boson, coupled with a larger dataset and improved experi-
mental techniques, will be crucial for confirming or refuting the existence
of anomalous couplings.

In conclusion, the exploration of boosted Higgs boson production through
theH → bb̄ decay mode in VBF and ggF processes represents a significant
step in advancing our understanding of Higgs boson interactions. The ob-
served signal strengths in the VBF and ggF categories, while promising,
necessitate further scrutiny and additional data to strengthen their statis-
tical significances. The results presented here contribute valuable infor-
mation to the broader field of particle physics, laying the foundation for
future studies of the Higgs boson and its role in the fundamental forces of
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the universe.



Chapter 12

Potential application of data
scouting in highly energetic
boson decay into hadronic final
states

Chapter 11 showcased promising results for the search for boosted Higgs
boson decays. However, as discussed, further investigation is still neces-
sary. This chapter therefore explores the potential application of the scout-
ing technique as a tool to enhance the efficiency of searches for highly ener-
getic bosondecay into hadronic final states. While Section 6.2 demonstrates
the value of employing scouting jets for resonance searches in hadronic fi-
nal states, the prospect of employing scouting jets to enhance searches for
boosted hadronic resonances remains unexplored. This chapter investigates
this prospect, focusing on boosted massive particles decaying into bottom
quark-antiquark pairs.

Section 12.1 presents the physics motivation for using large-radius scout-
ing jets in searches for boosted bosons decaying to jets. The potential of
this technique is then explored by examining the jet tagging performance
(Section 12.2) and jet mass regression (Section 12.3). Next, two prototyp-
ical searches are performed, starting with the search for boosted Z → bb
(Section 12.4). The purpose of this analysis is to utilise a well-understood
physics process as a reference to consider the viability of the scouting tech-
nique. The methodology established for this search is then adopted to

121
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conduct a more exploratory study — the search for boosted H → bb in
the ggF production mode (Section 12.5). While this preliminary analysis
focuses on the ggF production mode, the scouting technique has the po-
tential to study other productionmodes as well. Finally, the findings of the
two searches are discussed in Section 12.6.

12.1 Physics motivation

As discussed in Section 6.1, because QCD multijet production is the pre-
dominant outcome of proton-proton collisions, the standard trigger strat-
egy is required to adhere to strict energy and momentum thresholds to
suppress such events andmaintain a sustainable data acquisition rate. The
scouting strategy offers a notable reduction in these thresholds (discussed
in Section 6.3.3) enabling investigations at lower energy scales. In the anal-
ysis outlined in the preceding chapter, the decision to only study jets with
pT > 450GeV (Section 11.3.1) is determined by the trigger thresholds of
the standard strategy rather than a shortage of signal events at lower pT.
In fact, no CMS analysis has examined the hadronic decay of Higgs bosons
below a pT of 450GeV. This is, for example, illustrated in the measurement
and interpretation of differential cross sections forHiggs boson production
(reported in Ref. [104]) obtained by combining the H → γγ, H → ZZ ,
and H → bb processes. As presented in Fig. 12.1, the hadronic process
is contributing to only the two final bins of the measurement of the total
differential Higgs boson cross section as a function of pHT .

Notably, the signal jets below450GeV can be retained byutilising the scout-
ing technique, as shown in the following text. In simulation, boostedHiggs
boson events are identified based on the requirement that the particle-level
Higgs boson, together with its decay products (the bottom quark and anti-
quark), have a maximum angular distance ∆R < 0.8 from the leading
AK8 jet. The events are then required to satisfy a logical ’OR’ expression of
(a) jet-based scouting triggers or (b) triggers part of the standard strategy
designed for the selection of boosted Higgs boson events through the us-
age of a DNN. The efficiency of these trigger expressions to select boosted
H → bb events is evaluated as a function of leading jet pT, and displayed
in terms of number of boosted Higgs boson events and trigger efficiency in
Fig. 12.2. An approximate 20% improvement when employing the scout-
ing triggers relative to the standard triggers is demonstrated. The improve-
ment is most noticeable at low pT, as presented to the left in Fig. 12.2. Due
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Figure 12.1: Measurement of the total differential cross section as a function
of pHT . The spectra for the H → γγ, H → ZZ , and H → bb processes are
shown in red, blue, and green, respectively. The combined spectrum is
shown as black points. Figure taken from Ref. [104].

to the enhanced selection efficiency, the scouting technique enables the ex-
amination of a greater number of events. This is particularly advantageous
for the analysis detailed in Chapter 11, where the outcome is constrained
by the statistical uncertainty associated with the collision data. In parallel,
the trigger efficiency curve to the right in Fig. 12.2 shows that the scouting
triggers are 100% efficient from around 300GeV. In contrast, the standard
triggers are fully efficient only at about 500GeV. As a result, a phase space
inaccessible by the standard strategy is made available for examination by
the scouting technique.

However, this greater selection obtained with the scouting technique may
be significantly affected by the efficiency of identifying the scouting jets as
originating from boosted H → bb. Identifying the origin of large-radius
jets is crucial when exploring boosted topologies. For example, a DNN is
leveraged for such a task by the triggers part of the standard strategy in
the study described in the preceding paragraph. In order to make a fair
statement on the efficacy of scouting-based searches for boosted hadronic
resonances, it is necessary to investigate the scouting jet tagging efficiency.
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Figure 12.2: Number of events (left) and trigger efficiency (right) for ggF
boosted H → bb as a function of AK8 jet pT. The black and red curves
correspond to the scouting and the standard trigger selection, respectively.
The efficiency is computed from simulation with a projected integrated
luminosity of L = 100 fb−1. Figure taken from Ref. [54].

12.2 Jet tagging

Apreliminary analysis of the Run-3 scouting jet tagging performance is ex-
plored in the following section. The ParticleNet algorithm, a DNN-based
algorithm that identifies boosted hadronic decays for a wide range of reso-
nance masses, is used for this task. At its core, the algorithm is constructed
from the ParticleNet neural network architecture [105], a type of graph
convolution network. For networks of this kind, the inputs are PF can-
didates that are processed in a permutation-invariant manner. A convo-
lution operation is performed on each particle and its nearest neighbours
on the (η, ϕ)-plane. The last unit of the network is the soft-max function,
which normalises the output and obtains a joint probability distribution for
the output classes. The soft-max unit enables multi-classification, which in
this instance facilitates the classification of a jet as either originating from
H → bb or QCD multijet production.

In order to assess the scouting jet tagging performance, the ParticleNet al-
gorithm is trained on a set of large-radius scouting jets originating from
X → bb (signal) and QCD multijet (background) production, where X is
a variable-mass spin-0 particle. By using simulated decays of a variable-
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mass particle instead of theHiggs boson, the network is trained over awide
range of masses; effectively making its prediction mass-invariant. In par-
allel, jets from both the signal and background samples are re-weighted
to yield flat distributions in mSD and pT; ensuring mass and momentum
invariance for both signal and background events. This tagger trained on
large-radius scouting jets is referred to as DDBS in the following text.

The output of the algorithm provides two probability-like scores: p(X →
bb) and p(QCD). The discriminant used to separateX → bb from QCD jets
is the binary classification score defined as

D =
p(X → bb)

p(X → bb) + p(QCD)
. (12.1)

While the network is trained with X → bb events, a simulated sample
of H → bb is used as signal when evaluating its performance. This can
be seen to the left in Fig. 12.3, where the distribution of Eq. 12.1 is dis-
played for simulated H → bb and QCD multijet events. The discriminant
distribution represents the output scores for each event, reflecting the tag-
ger’s confidence in identifying a given event as either signal or background.
Well-separated distributions, as displayed here, indicate effective discrim-
ination.

An alternative method for evaluating the performance of a jet tagger in-
volves the analysis of the Receiver Operating Characteristic (ROC) curve,
as depicted to the right in Fig. 12.3. In the context of discriminating be-
tween X → bb and QCD multijet events, the ROC curve visually repre-
sents the trade-off between signal jets correctly classified as signal (signal
efficiency or true positive rate) and background jets wrongly classified as
signal (background efficiency or false positive rate). The area under the ROC
curve (AUC) quantifies the overall performance, with a higher AUC indi-
cating better classification. AUC ranges from 0% to 100%, where a classifier
whose predictions are 100% wrong has an AUC of 0%, while one whose
predictions are 100% correct has an AUC of 100% [106]. The AUC of the
DDBS tagger presented in Fig. 12.3 is 97.5%. For comparison, as presented
in Figure 11.3, the prototypical version (V0) and the final version of the
DDB tagger trained with offline reconstructed jets has an AUC of 97.2%
and 98.6%, respectively.

The AUC of these three taggers all correspond to a high classification per-
formance. While the AUC of the DDBS tagger is slightly lower than that
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of the final DDB version, it is important to note that the DDBS tagger pre-
sented here is a prototype. It is therefore anticipated that, with the com-
pletion of further work, the performance of subsequent versions of the tag-
ger will improve. As the DDBS AUC exceeds (marginally) that of the first
version of the DDB, it is considered that the scouting jet tagger has the
potential to match or exceed the AUC of jet taggers trained with offline re-
constructed jets. Moreover, while the AUC is helpful in providing an over-
all representation of the classifier’s performance, the efficiency of specific
working points (WPs) is of more interest from the perspective of a particle
search.

WPs represent different trade-offs between maximising signal identifica-
tion andminimising false positives, allowing the classifier’s performance to
be tailored to the analysis’ objectives. Some analyses require a pure sample,
with optimised signal efficiency for a fixed background rejection. In con-
trast, other analyses necessitate well-behaved background estimates with a
certain amount of background events in the signal region (which requires
a greater number of false positives).

ThreeWPs are determined from the discriminant distributions of Fig. 12.3.
The selection of WPs involves choosing specific discrimination thresholds
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aligning with desired signal or background efficiencies. In this section, the
WPs corresponding to the signal efficiencies of 40%, 60%, and 80% (re-
ferred to as tight, medium and loose in the following text) are reported. The
signal and background efficiencies for each WP are evaluated around the
Higgs boson mass ([120, 130]GeV) with simulated events of H → bb and
QCD multijet production. The results are listed in Table 12.1. Notably, the
tight WP has a signal and background efficiency in near perfect agreement
with theDDB tagger (as presented in Section 11.4.1). Therefore, supported
by the similar AUC of the DDBS and DDB taggers, it is considered that the
scouting jet tagging performance is comparable to that of a tagger trained
with offline reconstructed events.

WP Signal efficiency (%) Background efficiency (%)
Loose 80 2.4
Medium 60 0.8
Tight 40 0.6

Table 12.1: Signal and background efficiencies for each considered WP of
the DDBS tagger.

12.3 Jet mass regression

In addition to performing the function of jet tagging, the DNN can also
be applied to the task of mass regression. This improves the mass reso-
lution, which increases the sensitivity of a particle search. In the context
of boosted H → bb, an accurate reconstruction of the Higgs boson decay
largely relies on the jet mass resolution. The ParticleNet network architec-
ture is again employed, with the exception of the last soft-max unit. The
removal of the soft-max unit allows the output to be a single real number,
referred to as the regressed mass (mreg). The inputs used to train the mass
regression are the same as outlined in Section 12.2. The aim of the network
is to generate an output as close as possible to the target mass (mtarget),
defined as

mtarget =


mSD of the generated large-radius jet,

if QCD sample;
generated X-particle mass,

if spin-0 particle sample.

(12.2)
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To evaluate the performance of the mass regression, distributions of mreg
and mSD are presented and compared in Fig. 12.4 for three distinct pT
ranges of simulated H → bb events. The mass regression significantly en-
hances the performance in comparison to the “soft drop” algorithm, par-
ticularly in two aspects. First, the “soft drop” algorithm causes failures in
reconstruction, resulting in jet mass values close to 0 (as noted by the tail
in Fig. 12.4). In contrast, the mass regression reconstructs jet mass values
closer to the generated mass of the Higgs boson, effectively recovering the
jets lost in the tails of the jet mass distribution. Second, the “soft drop”
algorithm exhibits a pronounced pT-dependence; the tail due to misre-
constructions is greater at higher pT. In comparison, no pT-dependence
is noticeable in the mreg distribution. The mSD distribution shown here is
obtained prior to the application of residual pT-dependent corrections, as
mentioned in Section 11.2.2. While these corrections mitigate the afore-
mentioned inefficiencies, no such corrections are required when utilising
mreg.

To facilitate further comparison, the jet mass response and jet mass reso-
lution for simulated H → bb events is studied for the mreg and mSD as a
function of pT. The results are presented in Fig. 12.5. The mass response is
defined as the median of the mreco/mtarget distribution, where mreco is ei-
ther mreg or mSD. Meanwhile, the mass resolution is estimated by finding
half of the minimum interval containing 68% of the events (as described in
Section 7.6.1). The response and resolution is computed twice, once over
the full mass distribution, and once with mass values within the Higgs bo-
sonmass ([100, 150]GeV) as input. The latter allows a comparison omitting
the tail of themSD distribution.

While both the mass response and resolution are stable for the mass re-
gression, the “soft drop” algorithm displays a greater pT-dependence. The
dependence is both observed when examining the response of the full and
partial mSD distribution, as well as the resolution of the full mSD distribu-
tion. Additionally, the results display an improved resolution formreg with
respect to mSD when accounting for the full mass distribution, roughly
0.12 compared to values ranging from 0.14–0.5. However, analogous to the
mreg distribution, themSD resolution improveswhen examining the partial
mass range. Notably, the mreg resolution is similar to the jet mass resolu-
tion of the offline reconstruction as presented in Section 11.2.2. While the
scouting jet mass resolution has not yet been studied using collision data,
the findings presented here suggest that, similar to the scouting jet tagging
efficiency, the mass resolution is comparable to that achieved with the of-
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Figure 12.4: Distribution of mSD (orange) and mreg (pink) for simulated
H → bb events in three pT ranges: 300 < pT < 620GeV (upper left),
620 < pT < 910GeV (upper right) and 910 < pT < 1200GeV (lower). The
target mass of 125GeV is displayed in blue.
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12.4 Searching for boosted Z → bb

Following the confirmed viability of scouting-based jet tagging and mass
regression, the two methods are applied to conduct a prototypical search
for boosted Z bosons decaying to bottom quark-antiquark pairs. The anal-
ysis presented in this thesis is the first documented search of this kind to
be performed with scouting jets. The search broadly follows the method-
ology outlined in Chapter 11, with a few caveats. The protocol followed by
the analysis is described below, along with a presentation of the results.

12.4.1 Event selection

The search uses proton-proton collision data at√s = 13.6TeV, recorded by
the scouting stream in 2022 and 2023. The Z candidate jet of each event is
identified as the large-radius jet most likely to contain two b quarks (by se-
lecting the jet with highest DDBS score). The same jet energy calibration as
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outlined in Section 7.2 is applied, except the corrections are specifically de-
rived for large-radius jets. As a result of the missing JES calibration, a shift
in the jet mass distribution (away from the true mass value of the decay-
ing resonance particle) is expected. Before clustering, pileup is mitigated
using the CHS technique (Section 4.4.3).

Events containing large-radius jets are selected by a logical ’OR’ of the
L1 SingleJet180 and L1 HTT360 seeds. This allows the pT threshold to be
lowered from 450GeV to 300GeV (at which point the logical ’OR’ expres-
sion is fully efficient as reported in Section 6.3.3 and 12.1). The remaining
event selection largely follows that described in Section 11.3, with the ex-
ception of that discussed in the following text.

At present, there is a limited number of physicists working on developing
the scouting technique. While progress is being made, the small group
size means that certain physics objects and observables have not yet been
developed. While it is anticipated that these will be created in the future,
their current non-existence affects this event selection. Due to the present
absence of a neutral network trained to identify scouting small-radius jets
originating from b quarks, events are not discarded if a b-tagged AK4 jet
is in the opposite hemisphere of the Z candidate jet. As a result, a larger
tt̄ background contamination (in comparison with the study reported in
the previous chapter) is expected. In parallel, as the reconstruction of tau
leptons has not yet been developed for scouting, the requirement for the Z
candidate jet to be separated from charged leptons by an angular distance
of ∆R > 0.8, only includes electrons and muons. As a result, a larger Z
and W± boson background contribution is expected.

Finally, the N1,DDT
2 selection described in Section 11.3.4 is not applied. As

reported in Appendix A, a distortion of the mreg distribution is noticeable
after applying the substructure selection. Further work is required to un-
derstand the source of this distortion, and consequently, the N1,DDT

2 se-
lection is currently disregarded as it may bias the background estimation.
While the selection serves to removeQCDmultijet events, its omissiondoes
not affect the signal sensitivity (which was studied during its inclusion in
the analysis reported in Chapter 11). Its inclusion in the analysis of the pre-
ceding chapter instead stems from the methodology of deriving the JMS
and JMR as described in Section 11.5.2.

While the derivation of the JMS and JMR for this study will be performed
after the completion of this thesis, it is possible to achieve this derivation
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using various methodologies that are independent of theN1,DDT
2 selection.

For example, the derivation may be accomplished by studying the scale
and width of the Z boson peak.

12.4.2 Background estimation

As described in Section 11.4.1, in order to facilitate background estimation,
Z candidate jets are partitioned into a signal region and a control region by
selecting above and below a tagger discriminant value. Studies of the ex-
pected significance as a function of the DDBS tagger discriminant showed
a significance well above 5 σ for any discriminant value. Consequently,
instead of choosing the discriminant value by maximising the number-
counting significance (as outlined in Section 9.5), a value that produces a
prominent Z → bb peak over the background expectation is selected. The
presence of a peak facilitates computation of the JMS and JMR. As a result,
Z candidate jets with a DDBS tagger discriminant≥ 0.9945 are allocated to
the signal region, while Z candidate jets with a DDBS tagger discriminant
< 0.9945 are allocated to the control region. This DDBS threshold corre-
sponds to signal and background efficiencies of roughly 20% and 0.01%,
respectively.

The QCD background estimation is performed in a manner analogous to
that described in Section 11.4.2. The transfer factor FQCD

S/C for the first pT
bin obtained from the procedure is displayed in Fig. 12.6. As expected, the
shapes of the signal and control regions follow the same pattern (an im-
portant characteristic of a successful background estimation of this type).
Moreover, the transfer factor (referred to as ”Fit” in the figure) follows the
pattern as well, indicating a successful estimation. The top quark back-
ground estimation will take place after the completion of the thesis.

12.4.3 Statistical analysis and results

A statistical analysis utilising the procedure detailed in Section 11.6 is per-
formed to estimate signal strength (µZ) and significance. Due to the proto-
typical nature of the analysis, only certain systematic uncertainties are con-
sidered. However, these include uncertainties among those with the great-
est impact on the signal strength of the analysis presented in Chapter 11:
uncertainties related to the JES and the QCD background estimation. In
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Figure 12.6: Normalised event yield of the simulated QCDmultijet sample
as a function of mreg for Z candidate jets with 300 < pT < 350GeV. The
signal and control regions are shown with black and blue points, respec-
tively. The transfer factor FQCD,0

S/C is shown with a red line.

addition, uncertainties related to the JER, size of simulated samples, lumi-
nosity, pile-up and imprecision in the modelling of the SM processes are
also included.

12.4.4 Signal strength and significance

During the statistical fit, the µZ is permitted to vary between [0, 3]. In
contrast, the H → bb signal strength (µggF) is fixed to 1.0 and the Higgs
boson mass window ([120, 130]GeV) is excluded from the fit. The value
of µZ is evaluated from a scan of Eq. 11.15, performed with a parametric
bootstrap as described in Ref. [102]. An illustration of the scan is presented
in Fig. 12.7. The observed signal strength obtained from this procedure is
determined as 1.1−0.1

+0.1, where the uncertainty is obtained from the 68% CL
intervals.

The corresponding significance is observed to be 20 σ (with expected at 16
σ). The observed data and fitted distributions of themreg are presented in
Fig. 12.8. These results are aggregated over all pT bins and the data-taking
periods of 2022 and 2023. The distributions per pT bin are presented in
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at q̃µ = 1.00. The likelihood scan when accounting for only the statistical
uncertainty is marked with a pink dashed line.

Appendix B. The total background is decomposed into contributions from
various processes, and the total uncertainty is represented by a red band.
The background-enriched control region is depicted on the left, and the
signal region on the right. Notably, a pronounced increase in the relative
contribution from the Z → bb̄ decay is evident after applying the DDBS
selection. The Z → bb event yield divided by the statistical uncertainty of
the collision data is displayed with a dashed blue line in the lower panel.

12.4.5 Jet mass resolution

The prominent Z → bb yield over the background expectation facilitates
computation of the jetmass resolutionusing collisiondata. This is achieved
by fitting a Gaussian function to the data points in the lower panel of the
signal region in Fig. 12.8. Figure 12.9 displays this fit. The fitted parame-
ters of the Gaussian function are measured as µ = 96.13 ± 0.57GeV and
σ = 10.98±0.63, whereµ is approximately 5% larger relative to theZ boson
mass. A shift in the jet mass distribution is therefore observed, however,
as discussed in Section 12.4.1, is also expected. The shift may be corrected
with dedicated calibration studies. Notably, the ratioσ/µ ≈ 0.11 is in agree-
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Figure 12.8: Data and fitted mreg distribution, summed over all jet pT bins
and data-taking periods. The control (left) and signal (right) regions are
shown. The Higgs boson mass window ([120, 130]GeV) in the signal re-
gion is concealed. The total background uncertainty is represented by a
red band. The lower panel shows the difference between the collision data
and the background event yield, divided by the statistical uncertainty of
the collision data (black data points). The Z → bb event yield divided by
the statistical uncertainty of the collision data is displayed with a dashed
blue line.

ment with the mreg resolution reported for simulated large-radius jets in
Section 12.3.

12.5 Searching for boostedH → bb

Following the successful execution of the search for boosted Z → bb us-
ing the scouting technique, the methodology outlined in the previous sec-
tions is adopted to conduct a search for boosted Higgs bosons produced
through ggF decaying to bottom quark-antiquark pairs. While the analysis
primarily targets the ggF production mode, the selection is not exclusive
to ggF (which has a relative contribution to the Higgs boson production
of more than 50% in the signal region). There is non-negligble contami-
nation from the VBF production mode (< 25%) and minor contributions
from VH (< 15%) and ttH (< 10%).
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The event selection remains the same, with one addition. As a consequence
of shifting the pT threshold, the constraints on jet ρ are changed from ρ ∈
[−6,−2.1] to ρ ∈ [−6,−1.7]. This change is necessary to avoid discarding
Higgs candidate jets around the Higgs bosonmass. The effects of this shift
is studied in detail and reported in Appendix C.

The signal and control regions are selected with a DDBS tagger discrimi-
nant score that maximises the number-counting significance for this spe-
cific decay signature. The procedure is displayed in Fig. 12.10. The Higgs
boson candidate jets with a DDBS tagger discriminant ≥ 0.9858 are allo-
cated to the signal region, while Higgs boson candidate jets with a DDBS
tagger discriminant< 0.9858 are allocated to the control region. ThisDDBS
threshold corresponds to a signal and background efficiency of 40% and
0.6%, respectively.

During the statistical analysis, µZ is allowed to float freely while µggF is
constrained to [−9, 10]. The Higgs boson mass window ([120, 130]GeV)
remains concealed. To avoid biasing future extensions of this prototypical
study, only the expected signal strength and significance is estimated. The
expected signal strength obtained from this procedure is determined as
0.9−1.0

+1.0, where the uncertainty is obtained from the 68% CL intervals. The



12.6 Discussion 137

0.90 0.92 0.94 0.96 0.98 1.00
H bb vs QCD discriminant

0.0000

0.0002

0.0004

0.0006

0.0008

0.0010

N
or

m
al

is
ed

 to
 u

ni
t  (13.6 TeV)CMSSimulation Private

300 < pT < 1200 GeV

Discriminantmax: 0.9858

Figure 12.10: Normalised significance as a function of the DDBS tagger
discriminant value. The distribution reaches its maximum value at 0.9858.

corresponding significance is observed to be 1.0 σ.

12.6 Discussion

While there has been significant progress towards an understanding of
the physics underpinning boosted decays of Higgs bosons, current knowl-
edge is not yet comprehensive. The application of novel and innovative
approaches, such as the scouting technique, is therefore required.

The studies presented in this chapter showcase the promise of scouting to
further current understanding of highly energetic bosondecay into hadronic
final states. This is achieved by proving (a) the viability of scouting as an
analysis strategy and (b) the potential of scouting to extend knowledge
of the Higgs boson. Considering (a), the successful implementation of
scouting-based jet tagging and jet mass regression highlights its compa-
rability with the standard analysis strategy. Moreover, the measured jet
mass resolution of 9–11% (as computed with simulation in Section 12.3
and collision data in Section 12.4.5) is in agreement with that measured
with offline reconstructed jets. The viability of this new approach is fur-
ther highlighted by the outcome of the search for boosted Z → bb (a signal
strength of 1.1−0.1

+0.1, which is in agreement with the SM expectation).
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Considering (b), while the searches presented in Section 12.4 and 12.5 are
preliminary, the results demonstrate the potential of scouting to contribute
significantly to boosted hadronic searches. Here, measurements of the Z
and Higgs boson are conducted in complicated final states that with tra-
ditional methods would be over-run by QCD multijet production. The ex-
pected significance of 1.0 σ reported for the ggF search marginally exceeds
the expected significance for the same production mode as discussed in
Chapter 11.6. This is promising, particularly as the integrated luminosity
used in this analysis equates to only a third of that used in Chapter 11.
However, it is important to acknowledge that the inclusion of further sys-
tematic uncertainties and completion of the top quark background estima-
tion may affect the significance, emphasising the need for future work.

Beyond the immediate findings, the searches reported here establish a foun-
dational platform for subsequent analyses. Both searches are the first doc-
umented analyses of this kind to be performed with scouting jets. In addi-
tion to performing a complete study of boostedH → bb, further work may
includemore extensive searches into diverse boosted decaymodes and dis-
tinct resonance searches within the high-energy physics regime. In conclu-
sion, the preliminary analyses presented here highlight the effectiveness of
the scouting technique and its significant potential to contribute to the un-
derstanding of the Higgs boson.



Chapter 13

Summary and outlook

This thesis comprised two complementary parts, each addressing aspects
of the application of scouting jets in high-energy physics research. Part I as-
sessed the performance and precision of jets reconstructed using the scout-
ing technique, while Part II focused on the search for boostedHiggs bosons
decaying to bottom quark-antiquark pairs. Although the search is first per-
formed with the offline reconstructed jets of the standard trigger strategy,
the final chapter delves into the assessment of the viability of integrating
scouting jets into the analysis.

In Part I, the effectiveness of using scouting jets to provide access to pre-
viously unexplored phase spaces, particularly at low-energy, was demon-
strated. The efficiency with which small- and large-radius scouting jets
were selected was found to be 100% from approximately 300 GeV. In com-
parison, the standard strategy was only found to be fully efficient from
around 600 and 800 GeV, respectively. As a result of the greater selection
efficiency of the scouting technique, scouting-based analyses are able to
probe phase spaces inaccessible with the standard trigger strategy — in-
creasing the power of the search for new physics. Moreover, a study of
the jet energy showed a good level of agreement between the scouting and
offline reconstructions. The study demonstrated a worsening of the jet en-
ergy resolution of approximately 10% and 2% below and above 500 GeV,
respectively. Despite a slightly degraded performance compared to offline
reconstructed jets, scouting jets prove to be reliable tools for various anal-
yses, especially in scenarios where the highest precision is not a primary
concern — but instead the statistical uncertainty dominates.

139
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Part II of the thesis presented a comprehensive search for boosted Higgs
bosons decaying into bottom quark-antiquark pairs. The analysis, for the
first time, provides insights into this physics process in conjunction with
the VBF production mode. The combined signal strength for the VBF pro-
cess was found to be 5.0+2.1

−1.8, with an observed significance of 3.0 σ (ex-
pected at 0.9 σ). Similarly, the ggF process yielded a combined signal
strength of 2.1+1.9

−1.7, with an observed and expected significance of 1.2 σ
and 0.9 σ, respectively. The higher than expected signal strength for the
VBF process raises possibilities regarding potential anomalous Higgs cou-
plings, particularly those involving interactions with vector bosons. While
promising, the observed significance necessitate further scrutiny and addi-
tional data to strengthen the evidence supporting the observation. Notably,
this study served as a precursor for the subsequent investigation into the
potential integration of scouting jets into the analysis.

Chapter 12 provided a unified synthesis, drawing on the key findings from
both parts of the thesis, and lays the groundwork for future research direc-
tions. The application of scouting jets to search for boosted Z and Higgs
bosons was explored, demonstrating their potential as effective alterna-
tives to offline reconstructed jets. Machine learning techniques applied to
scouting jets in this context exhibit comparable performance to their ap-
plication on offline reconstructed jets. The signal strength for the boosted
Z → bb̄ process was found to be 1.1+0.1

−0.1, with an observed significance of
20 σ (expected at 16 σ). As the physics process is alreadywell-understood,
the close agreement with the SM expectation strengthens the viability of
the scouting technique.

In parallel, the expected signal strength and significance for the ggF pro-
cess was found to be 0.9+0.1

−0.1 and 1.0 σ, respectively, when utilising scouting
jets. While this is promising, particularly given the currently available in-
tegrated luminosity of Run–3, it is important to acknowledge that future
work is required to strengthen the analysis. While the unexpected delayed
start and early shutdown of the LHC in 2021 and 2022, respectively, posed
challenges by limiting the recorded data available, the evidence presented
within this thesis suggest that scouting jets are indeed valuable assets for
boosted hadronic searches. However, the full realisation of this potential
will depend on the accumulation of sufficient collision data and further
improvement of the methodology for a comprehensive analysis.

Providing a foundational platform for subsequent analyses, the searches
reported in this thesis offer more than their immediate findings. As both
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searches are the first documented analyses of this kind to be performed
with scouting jets, they lay the groundwork for future trigger-level anal-
yses. Looking forward, future research directions should prioritise com-
pleting the ongoing study initiated in Part II on the scouting-based analysis
of boosted Higgs bosons. This may increase the statistical significance of
the results presented in Chapter 11, and will contribute to a deeper under-
standing of the capabilities and applications of scouting jets in the realm
of high-energy physics — particularly in highly energetic boson decay into
hadronic final states.
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Chapter A

Mass distortion following
N

1,DDT
2 selection

Figure A.1: Normalised event yield as a function of mreg for collision data
collected by the scouting stream in 2022. The upper and lower rows display
the events before and after requiring N1,DDT

2 < 0, respectively. The signal
and control regions are shown in pink and orange. The left, middle and
right columns display the partitioning into regions by the loose, medium
and right DDBS WPs, respectively.
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154 A Mass distortion followingN1,DDT
2 selection

As displayed in Fig. A.1, a distortion of the mreg distribution is noticeable
after applying the N1,DDT

2 < 0 selection. The figure shows the signal and
control regions overlaying each other. Before the selection (upper row)
the distributions follow each others pattern. In contrast, after the selection
(lower row), the distribution shapes of the signal and control regions dif-
fer. Notably, the distribution is shifted towards higher mass values for the
signal region. The source of this effect is not yet known.
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Searching for boosted Z → bb
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Figure B.1: Data and fittedmreg distribution, summed over all data-taking
periods, displayed separate for each pT bin. The control (left) and sig-
nal (right) regions are shown. The Higgs boson mass window ([120,
130]GeV) in the signal region is concealed. The Z → bb event yield di-
vided by the statistical uncertainty of the collision data is displayed with a
dashed blue line in the lower panel.



Chapter C

Extension of jet ρ region

As a consequence of lowering the jet pT threshold from 450GeV to 300GeV
in the analyses reported in Chapter 12, jets with masses around 125GeV
(the Higgs mass) are discarded due to the constraints on the jet ρ variable.
As discussed in Section 11.3.3, Higgs candidate jets involved in the boosted
VBF H → bb̄ analysis are required to have −6 ≤ ρ ≤ −2.1 to avoid insta-
bilities at the edges of the ρ distribution. However, in order to lower the
pT threshold, it is necessary to extend the ρ region. In the following text,
three concerns regarding this extension are addressed. These concerns are
experimental biases potentially introduced due to:

1. Finite cone effects.

2. Unsatisfactory QCD modelling.

3. Degradation of the jet mass scale and resolution.

C.0.1 Finite cone effects

The impact of finite cone effects is studied by computing the angular dis-
tance (∆R) between the two b quarks, stemming from the Higgs boson
decay, as a function of the leading jet ρ. The study is performed with sim-
ulated Higgs boson events assuming the detector conditions of 2016. The
results are presented in Fig. C.1. A horizontal dashed line marks the dis-
tance parameter cut-off relevant to AK8 jets (0.8), while two vertical lines
denote ρ = −2.1 and ρ = −1.7. The results show that an extension of the
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ρ region from −2.1 to −1.7 greatly increases the number of boosted Higgs
boson jets. The extension is therefore not affected by finite cone effects.

Figure C.1: ∆R between the two b quarks of the Higgs boson decay as a
function of the leading jet ρ. The dashed horizontal line denotes the dis-
tance parameter (0.8) of the reconstructed AK8 jets. The two solid vertical
lines denote ρ equals −2.1 and −1.7.

C.0.2 QCD modelling

The impact of the QCD modelling is assessed by computing the N1,DDT
2

map, as detailed in Section 11.3.4. Maps are constructed using (a) collision
data collected in 2016 and (b)QCDmultijet events simulated assuming the
detector conditions of 2016. The two maps are then compared by consid-
ering their difference. The results are shown in Fig. C.2. Notably, no clear
difference is evident between −6 ≤ ρ ≤ −1.7. As a result, extending the ρ
region to −1.7 is considered to be unaffected by the QCD modelling.

C.0.3 Degradation of the jet mass scale and resolution

The impact of the degradation of the JMS and JMR is assessed by comput-
ing the scale and resolution as functions of the leading jet ρ. The analysis
is performed with simulated Higgs boson and Z ′ events assuming the de-
tector conditions of 2016. The Z ′ sample is simulated over several masses
yielding a flat distribution in the jet mass. Fig. C.3 displays the JMS, com-
puted as the jet mSD divided by the relevant particle mass. Meanwhile,
Fig. C.4 shows the jetmSD resolution estimated as described in Section 7.6.
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Figure C.2: The N1,DDT
2 map using simulated QCD multijet events (top

left), collison data (top right) and their difference (bottom). The two ver-
tical lines indicate ρ = −2.1 and ρ = −1.7.
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Notably, the results do not show a degradation of the JMS or JMR within
−6 ≤ ρ ≤ −1.7.

Figure C.3: The normalised event yield as a function of leading jet ρ and
mSD of the Higgs boson (left) and Z ′ (right) samples. The two vertical
lines denote ρ = −6 and ρ = −1.7.

Figure C.4: The mSD resolution as a function of the leading jet ρ of the
Higgs boson (left) and Z ′ (right) samples. The rightmost vertical dashed
line denote ρ = −1.7.
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