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Intro

LHC Computing is a huge success. From a very high level it
democratized access to CPU compute + storage

Running jobs: 365118
Active CPU cores: 795836
Transfer rate: 18.35 GiB/sec




Intro

All this time we’ve always had “Analysis Facilities” of some sort.
Infrastructure that enables users to carry out their physics

DESY HOME | FORSCHUNG | AKTUELLES | UBER DESY | KARRIERE | KONTAKT = = =

Home / Forschung / Anlagen & Projekte / NAF

LXPLUS service

interactive work.

https://Ixplusdoc.web.cern.ch

NAF

Rechnerkomplex NAF

Access

LXPLUS (Linux Public Login User Service) is the interg|
users. The cluster LXPLUS consists of public maching

Detailed documentation maintained by the IT Departm

In order to access LXPLUS you need to request the ac
"LXPLUS and linux" for your account. This can be donq US ATLAS shared T3 users have access to the following storage allocations:

US ATLAS Tier 3

Home / Experiments / US ATLAS / US ATLAS Tier 3

By William Streck... | Fri, 05/14/2021 - 09:56

- logging into our computing farm and running HTCondor jobs
- maps users to the groups in HTCondor they should submit to

- CERN login required

Data Storage

Why are people talking about AFs and what do they mean?



Intro

The model we settled on is very robust + scalable...

Login Nodes




Reminder

... but good to remember that this wasn’t always what we
envisioned. There were always ambitions for “more”

(PROOF enabled facility :

-, - — 4.8.7 PROOF and interactive analysis 2005 CMS TDR

l The CMS Event Data Model (EDM) is currently evolving in the direction of an event
commands, I

persistence that allows ROOT to be used directly for interactive analysis of standard
CMS event data.

// By i A LN This opens up the possibility to use the Parallel ROOT Facility (PROOF) as an integral
top ) | ( su part of the CMS distributed computing system. At present, we expect that some Tier-2
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not necessarily bad ideas, HEP = first mover’s disadvantage




Annual CPU Consumption [MHSO06years]

The Inside world:

HL-LHC: reason to revisit our computing model more generally
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The outside world

... In the 2010s, many started facing the same problems as use
and Is finding their own solutions...

Ehe New ork Times

A.l. Faces Quiz  How the A.l. Race Began  Key Figures in the Field  One Year of ChatGPT

Artificial Intelligence > . A g y Figl i i
@astropy  Ipymc3
Scientists See Promise in Deep- e @Ethor 4. simpeg

Learning Programs 2 DIPY L)
€ sharefullarticle 2> [ ; | NCFXO kX

o
By ~ upyter TPyl e
o’ 1python y Numba and many -
A M= g gy
O tearn matpl«tlib

' many more HER
pandas |l s ZAW/\M D[AEK | ] B 1111
. ; N— @sap —d gorna® &=
/@ python Y pecialize
openstack. Jocker

*g scikit-image
U} image processing in python

biopython

Deep Learning A new “data science” A new distributed
takes off stack from the outside computing stack



The question

At HL-LHC users may deal with unprecedented data volumes for
analysis. But analysis already now too slow, too cumbersome.

Made bearable by and for PhDs by paying for it with sweat &
tears (babysitting jobs), cycles and storage (ntuples) — $$$

Can we imagine a different style of analysis than what we have
now and If so, what would the infrastructure it look like that
enables this for a large set of users?



“Analysis Facilities” Discussion

My personal interpretation: the more recent AF discussion Is
fueled by a sense that the time is ripe.

We have 20 years of LHC experience + new data analysis +
Infrastructure tools to realize new analysis patterns

— HSF Analysis Facilities Forum H




HSF Analysis Facilities Forum

Mandate: Forum to discuss recent developments on R&D related

to new ideas on analysis infrastructure
Conveners:

Produce report summarizing trends &
observations of current R&D

Alessandra Forti Nicole Skidmore
ATLAS LHCDb

Diego Ciangottini LH

CMS ATLAS




User Perspective Requirements

Ability to perform fast research iterations on large datasets interactively

Ability to convert interactive to batch-schedulable workloads

Ability to interact with the WLCG and scale outside of the facility on occasion

Ability to efficiently train machine learning models for HEP

Ability to reproducibly instantiate desired software stack

Ability to collaborate in a multi-organisational team on a single resource

Ability to move analyses to new facilities

Ability to efficiently access collaboration data & make intermediate data products available

ADbility to express interdependent distributed computations at small and large scales



Beyond ssh - Jupyter & etc as Entry Point

Jupyter should be thought of as a “richer shell” i.e. similar to sessions
at login nodes. | should be able to address / work with scaleout
backend from within such a notebook (incl. batch system)

Coexist peacefully with e.g. terminal based access
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Interactive Distributed Scale-Out

From the user’s perspective, the hope for a method to run

Interactive scale-out with fast turnaround times drives AF R&D

This is true in both “ecosystems”: ROOT and Python

-

f

RDataFrame

Computation
Graph

.

~

ROOT

Collections

(create task graphs)

g dask-awkward

Dask Array

Dask DataFrame

Dask Bag

Dask Delayed

Futures

Task Graph

------------------------------------------------------------------

-------------------------------------------------------------------

Schedulers

(execute task graphs)

Single-machine

scikit-hep based (coffea, awkward, uproot, ...)




Convergence (?) of technologies

Both ecosystems seem(?) to have picked Dask as the primary scale-

out system. Extending AFs such that multiple users can reliably
launch, operate & scale Dask clusters is a common trait.

dask

Interactive Driver
(e.g. Jupyter)

A| Untitled.ipX = [A] bigquery.ijX = [® VirtualArr: X | [#] SelectAsGX = (A Untitled1.i® = [ LoadReloz X 17 Dask Task Stream X

B+ X O » m C » Code v Python3 O
T = TempTile.Namearemporaryrite(moge = "wW", Oelete = ralse) Task Stream
t.write(auth)
t.close()
json.load(open(t.name))
os.environ['GOOGLE_APPLICATION_CREDENTIALS'] = t.name
client = BigQueryReadClient()
reader = client.read_rows(stream_name)
data = ak.from_arrow(reader.to_arrow(session))
return data.Jets

Status  Workers Tasks System Profile Graph Info
Task Stream

< 1500 workers

/

read(auth,ReadSession.serialize(session),session.streams[0].name) 1000 workers

<Array [[]1, [{pt: 4.9e+04, ... -1, -1]1}]1] type='12 % var *x ?{"pt": float
64, "eta...'>

futs = [delayed(read) (
auth,
ReadSession.serialize(session),
session.streams [n].name
) for n in range(len(session.streams))

1

filtered = delayed(ak.concatenate) (futs).compute()

import matplotlib.pyplot as plt
plt.hist(ak.flatten(filtered.pt), bins = 100);
plt.semilogy()

400 workers

200 workers

3h

2h
A )
ATLAS Dask
e 11296 sss 101 5 108
Saving completed Mode: Command & Ln 1, Col1 Untit (Nl Hartman’ LH’ +)




HL-LHC Readiness

The AF development is closely linked also to efforts to benchmark
HL-LHC. Focus on User Experience (columnar analysis, etc..
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"t
-----

.............................................................................

2 ServiceX —
Uproot | jincal reesn B
ROOT files (just VO) ) Remote queries SSLE :

e
-
-----------------
-------------------
-------

-------
--------------
----------

v Coffea
. ~ V ka1v)
“, NanoEvents,
Do —Lorentz vectors,

¢ Raw minimization

Arra . stats |
Manipulating arrays‘y hep-tables D'smmmmmmu p'x"!“:f Statistical tools ;
. with nested structure ~ DataFrame for : HistFactory-style fits
. (not HEP-specific) nestedstructure /[T /  teeiiececcssmsesees=sttTTTT0N
. e 1L poco. B o=
: Boos S = _.aB i .

] — ll istogram Plotting _.--" o mashonid < -
. vector ghist! . etcle *3 e e
. 2D, 3D, & Lorentz vectors Histog—amming 7 Pythonic PDG .. 7 & outhon ez/ﬁ

D T T i T T T T

Curve fits .

Data delivery services - ServiceX i
A

Execution of AGC analysis benchmar

Analysis

EQQ:I.*IA’

2

ServiceX coffea

dmlic

<3

&PI’OOt L2 XGBoost mlf [ow NVIDIA
coffea Separate events into Model fitting and TRITON INFERENCE SERVER
Data subsamples and calculate  hyperparameter Select best models
access  Sclection  training feature set optimization for inference
]
Obtain BDT
'"z::; FL::::';“ Model Storage
func_adl — . b t
formulate nnca Ine ry
Modularity & interfaces Declarative configuration
. E":;“,:m:’"’ Obtain BDT smd‘“""el e Result
. e Input Features building Workspace analysis diagnostics
: ™ ™ Q
[ Roor || sow |
Data Selection & Inference as a Post-processing, From workspaces Fit results
2 t access systematic uncertainties service e.g. smoothing to likelihoods and diagnostics
UPI’OO
2 @a ’ Boost.&~
|[ istogram f
L NVIDIA. : A1
TRITON INFERENCE SERVER /'ikelihoods

Reusability
and preservation

v

yadage

recast




Headless Scale-out

Interactive Is nice, but just because | want to use dask, doesn’t mean
| want it to be interactive. Need solutions that allow to submit
“distributed dataframe” workflows non-interactively

Interactive Driver
(e.g. Jupyter)

Start & Watch

A
' |
reblirce sche /er

/A

Note: may look a bit
more like HPC than HTC




Machine Learning & GPUs

ML will only get a more prominent role in HEP analysis and requires /

leads to very different workflows

* Data Exploration, Interactive R&D and small-scale training
* Large-scale non-interactive training and HP optimization
ML Inference within an analysis pipeline

¢ O @ ¢

iii

File Edit View Run Kernel
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B8 / getting-started-with-gpus /
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data

docs

LICENSE
mnist_fashion_SimpleNet.pt

README.md
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tf-use-gpu.ipynb

| torch-test-model.ipynb

+ [ torch-use-gpu.ipynb an hour ago

Simple M1 @& ©

Git

<2, Connecting

Tabs Settings

Last Modified
3 hours ago
3 hours ago
3 hours ago
3 hours ago
3 hours ago
3 hours ago

3 hours ago

Help

[Z Launcher

B + X

X " torch-use-gpu.ipynb X

O [ » m C » Makdown v @ git

How to make use of GPU resources with PyTorch.

# This shell command will list any GPU's we have access to

'nvidia-smi

Thu Jun 16 13:37:16 2022

| NVIDIA-SMI 510.47.03 Driver Version: 510.47.03 CUDA Version: 11.6

| mm e R e e R T
| GPU Name Persistence-M| Bus-Id Disp.A | Volatile Uncorr. ECC
| Fan Temp Perf Pwr:Usage/Cap Memory-Usage | GPU-Util Compute M.
| | MIG M.
| s========= ==== ===+============== t============s=========
| @ Tesla T4 on 00000000 :00:1E.0 Off | 2
| N/A 48C Po 27w /1 T7ou 1069MiB / 15360MiB | 0% Default
| | N/A
v 1
e o e e e e ememm e emmm e e e
| Processes:
| GPU GI 1 PID Type Process name GPU Memory
| D i Usage
[ e e e
| @ N/A  N/A C 1067MiB
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Mostl orct e rchvisi ilities, with plotting a. tga elpers

import torch

import torch.nn as nn

import torch.nn.functional as F

from torch.utils.data import TensorDataset
import torch.optim as optim

import torchvision

from torchvision import datasets

import torchvision.transforms as transforms
import matplotlib.pyplot as plt

from tqdm import tqdm

We can check to see if we have a GPU like so:

torch.cuda.is_available() fo we have a GPU? Should return True
True

torch. cuda.device_count() ¢ how mar 5PUs do we have acces

&  Python 3 (ipykemel) O

If you are seeing 0 GPU's available, go back and ensure you have started the notebook server with the correct settings. If you are having trouble restarting the server, try File -> Hub

Control Panel, like so:

Python 3 (ipykernel) | Idle  Mem: 266.69 / 8192.00 MB

Ln1,Col1l torch-use-gpu.ipynb
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Examples: GPU on a Grid is not enough

ATLAS added GPUs to Grid in ~ 2018 with a clear use case But the
ML workflow is different enough that things don’t translate directly.
And people leave the grid very soon.

GPUs are plentiful and scarce at the same time
Didn’t achieve yet the “democratized” access as for CPU

ATLAS Simulation Preliminary .73

512 48 42— relu A 5000 — 0.01 —
"'\\ 4260 0.008 - [~

\
\ 3400 — 0.006 — —0.7
\
\\ 2600 — 0.0041 — — 0.69
\\

// 183‘? — 0.0021 — 0.68

256 — 42— 36 —' tanh—Y 1000 A 0.0001 -4
Hardware Accelerated ATLAS Workloads on the an 0.08
units in 3rd layer units in 4th layer units in 5th layer ~ acliv ation function batch size learning rate validation loss

WLCG Grid

A C Forti!, L Heinrich? and M Guth?

! School of Physics and Astronomy, University of Manchester, Oxford Road, Manchester, M13
9PL, UK.

2 CERN (European Laboratory for Particle Physics), Rue de Geneve 23 CH 1211 Geneva,
Switzerland.

3 Albert Ludwigs Universitit Freiburg, Friedrichstr. 39, 79085 Freiburg im Breisgau, Germany.

Figure 3. Parallel coordinates plot for 800 different Hyper Parameter
combinations. The lines show different combinations of configurations
represented in each axis. The last axis shows the neural network loss in
the validation sample for a given configuration. The red line shows the
Hyper Parameter configuration with the smallest validation loss [7].

Abstract. In recent years the usage of machine learning techniques within data-intensive
sciences in genera 1 and high-energy physics in particular has rapidly increased, in part due to
the availability of large datasets on which such algorithms can be trained, as well as suitable
1 . | 1 I & ' 24 L2l 41 1 4 &1 & L s 1

ACAT 2019 Hyperparameter Scan of Flavor Tagging



Analysis Workflows

Analysis aren’t single-use but become useful tools in an of itself.

— fully-containerized workflows

A Sustainability Argument: Make the most of the data Step
with as little resources as possible ™~

Extending ATLAS Physics Reach with Analysis B L
Reuse Technology o
&Matthew Feickert (University of Wisconsin Madison) ££10th Mar 2024 )P’:
s ] s
i AI.I consﬁde?ed TOd?IS, 1(.)2 ’ ) . - Af.ter ATLAé. Ruri 2 ‘ané 1e6x;ernal ccccccc ints

mx?) [GeV] m(x?) [GeV]

tens of thousands of BSM models

| analyzed by a single PhD student




So: want Analysis Infrastructure to do more

A mix of “services-like” (e.g. JupyterHub)
$ o and “job”-like workloads

Interactive Session

¢ submit

Interactive Session

. . Normal Batch Job

\ . ___ | ® (] °
. “ . . . o



Infrastructure

It’s very noticable that a lot of the AF R&D integrates modern cloud
computing tools, especially Kubernetes

A lot of the diagrams kind of look similar. Jupyter Hubs, Dask,
Batch, ....
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. Other
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AF "seed’ of resources

I T T T S A A ——

Per-user 8 Core “CMS Analysis pod”
created on login (Dask scheduler

container and Dask worker sidecar
container)




Kubernetes - Lingua Franca

IMHOQO: fair to say that in a green-field environment, Kubernetes would
be a very strong contender for a infrastructure foundation / fabric.
— designed for mixed workloads + dynamic scaling. Scales very well.
— Increasingly what tools we might want to use build towards

3.5.1 Overview Programming Guides~ APIDocs~ Deploying~ More~ (@

Zero to JupyterHub with Kubernetes

JupyterHub allows users to interact with a computing environment through a webpage. As most devices have access to

SEEDRIEIEE, L DET ¢ Distributed Dask ML Examples Ecosystem Con R LI n n i n : S o a rk O n Ku b e rn etes

people (e.g., for a

This project will he —

nature to support

Install on a Kubernetes Cluster Kubeflow

Here we provide instructions for installing and configuring dask-gatewa

A Note

This project i
change! If yo

The Machine Learning Toolkit for Kubernetes

Architecture

: »
When running on Kubernetes, Dask Gateway is composed of the follo Get Started @ Contribute #

components:

o Multiple active Dask Clusters (potentially more than one per use
« A Traefik Proxy for proxying both the connection between the ust

Lo |- L




Kubernetes - Lingua Franca

IMHOQO: fair to say that in a green-field environment, Kubernetes would be a
very strong contender for a infrastructure foundation / fabric.

—“k8s in Academia” still a bit unsolved (but e.g. CERN a big success)

— perfect research project e.g. ErUM Data”? (also k8s + Storage...)

— concise way to communicate e.g. req’s to HPC (HPC as Cloud Provider)
— collaboration pathway with industry + important skillset for our people

Phil Est i ' er i
@ Il Estes 100.000 Running vCPUs on regional GKE cluster in eu-west-1

Congrats to . and the CERNtear _ ' _ - ' ' > @ SN 00 |

at I 5 I’'ve truly enjoyed collak

years on runtime issues across bockerand¢ =~ [ o3\ KUBERNETES
BATCH + HPC DAY

filesystem support/I oading. It’s al N/ euroee 00 -

Lightning Talk: Orchestrating

Kubernetes Clusters on
HPC Infrastructure

Elia Oggian, Swiss National Supercomputing Centre

Scale out to 100k cores
with a single k8s cluster + Grid

ol COMPUTING FOUNDATION



More Details - HSF AF Whitepaper

1 Tried to summarize and contextualize
Analysis Facilities White Paper develcpments_
g gt 1, s Ford 15 Lk i 351 Nl Srers 45 — evolution / extension of Capabilities
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Abstract

This whitepaper presents the current status of the R&D for Analysis Facilities (AFs) and
attempts to summarize the views on the future direction of these facilities. These views have e m e n ow Ca n a yo u

been collected through the High Energy Physics (HEP) Software Foundation's (HSF) Analysis




Where to go from here

Thomas yesterday: Lots of demonstrators, small-scale showcases.

Great to explore (let a thousand flowers bloom, see what sticks),
but real deployment is very different.

Next phase should be an effort to push these ideas into production

systems. Given these developments, what’s the vision for a
production AF?

What assumptions break, are untenable, don’t scale, etc.

But still be ambitious: Opportunity to improve analysis experience.






