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OverviewOverview
● Munich ATLAS T2 federation “MCAT”  – 2 sites, 500 m apart in Garching, 

providing WLCG pledges since 2007
● LRZ-LMU:

– Located at LRZ 

– CPU part of general Linux cluster (“attended housing”)

● Hardware setup, sys-admin, SLURM done by LRZ
● CE operated by LMU team

– Storage servers

● Hardware setup done by LRZ
● Sys-admin and dCache operated by LMU team

● MPPMU

– Located at MPCDF (former RZG, general HPC site for MPG)

– CPU and storage operated by MPCDF staff

● Partially paid by MPP
– Started as ATLAS-only first

● Now also service for small expts and theory groups of MPP

● Monthly “technical meetings”
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LRZ-LMU and MPPMU jobs last LRZ-LMU and MPPMU jobs last 
Apr 23 – Mar 24Apr 23 – Mar 24

Correct
pledge
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Opportunistic CPU resources for LRZ-LMUOpportunistic CPU resources for LRZ-LMU

About 60% of CPU from
Opportunistic resources:
- SuperMUC-NG
- C2PAP
- LRZ-cloud (also via KIT C/T)

In addition HEPHY-UIBK 
(Innsbruck site, CPU only)
uses LRZ-LMU storage for IO

SuperMUC-NGC2PAP
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LRZ-LMU storage usageLRZ-LMU storage usage
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Hardware Status - LRZ-LMUHardware Status - LRZ-LMU

● CPU
● Always purchased via LRZ “Rahmenvertrag”

– Same config as used for LRZ HPC

– SuSE SLES 15.1 enforced – causing problems sometimes
● IBM/Lenovo (2014–2016) Xeon E5-2697v3

– ~1200 cores – 24 kHS06
● To be de-commisioned when new order in place

● Megware (2020), Xeon 6230

– ~700 cores – 17 kHS06

● Ordered: Lenovo AMD EPYC 9654

– ~1900 cores – 45 kHS06

– Ordered last Nov, waiting for delivery – Apr?
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Hardware Status - LRZ-LMUHardware Status - LRZ-LMU

● Disk – dCache
● Debian 12 OS, brtfs on pools, dCache9.2

● purchased via LMU “Rahmenvertrag”

● Currently: HPE RAID6 servers

– 18 nodes,    12x8TB →  ~1400 TB from 2016 – out of maintenance

– 19 nodes, 14x16 TB →  ~3000 TB from 2021
● Planned to order: Dell RAID6 server

– ~10 nodes, 24x20 TB → ~4000 TB 

– Final iterations w/ vendor
● Disk – XCache

● 2  disk-servers 80 TB each ((de-commisioned dCache pool nodes)

● 1 SSD server with 20 TB

● Integrated into ATLAS analysis via “virtual placement” service
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Person power - LRZ-LMUPerson power - LRZ-LMU

● Otmar Biebel – ATLAS group leader
● Guenter Duckeck 
● Rod Walker – Fed A+C Comp (core-computing)
● Alex Lory – Fed A+C Comp (site and expt support – HammerCloud)
● Christoph Ames – Fed A+C Comp (site and expt support -- Rucio)
● Christoph Mitterer – (Storage and dCache)
● Nikolai Hartmann – (Xcache, Columnar analysis)
● David Koch – Fidium (Analysis Grand Challenge, OpenData)
● LRZ staff ... 
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Slide 

C. d. Fratte
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Slide 

C. d. Fratte
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Sustainability considerations - LRZ-LMUSustainability considerations - LRZ-LMU

● LRZ HPC – CoolMuc
● Direct warm-water cooling – PuE ~ 1.1 for compute nodes (~1.4 for storage)

● Heat used for building

● Power contract LRZ: 
● 80% flat rate, 20% variable (Stromboerse) for LRZ overall

– but not available for small consumers (ATLAS/WLCG ~20 kW vs SuperMUC-NG ~4 MW)

● CPU:
● Xeon E5-2697v3 (2017) ~0.58  W/HS06

● Xeon 6230 (2020):  ~0.33 W/HS06

● AMD EPYC 9654 (2024): ~0.10 W/HS23 (ordered)

● Rod’s CPU frequency regulator in principle in place: tested & operational on sub-set
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Sustainability considerations – LRZ-LMU - 2Sustainability considerations – LRZ-LMU - 2

● Storage: current setup – single box servers:
● HP Raid6 10(+2)x8 TB (2017): ~2.3 W/TB

● HP Raid6 12(+2)x16 TB (2021): ~1.2 W/TB

● large fraction used by server CPU – rather go to bigger units for new purchase
Dell 20(+4)x20 TB :  ~0.8 W/TB → tbc

● New purchase

● Lifetime: 

● usually run CPU and Disk beyond 5 y maint – switch off problematic nodes and use as spare

● Substantial savings over time for LRZ-LMU: 
                          Capacity vs Power: factor 4.2 increase from 2016 → 2022 

2016 2022 ratio
CPU (HS06) 9433 27600 2.9
Disk (TB) 1200 2467 2.1
Power (kW) 42.6 25.2 0.6

Perf/Power 4.2
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SummarySummary

● LRZ-LMU 
● Stable and efficient operation

– Substantial extra CPU from opportunistic resources
● Large and last purchase in progress

● In good shape for next years

● MPPMU
● Stable and efficient operation

● Site provides important service also for other MPP groups/small experiments

● To my knowledge operation expected to continue in coming years
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