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INTRODUCTION
▸ Machine learning has already 

changed the way we do particle 
physics from trigger/data acquisition 
to event reconstruction, simulation, 
data analysis, and interpretation

▸ It is an essential and versatile tool 

that we use to improve existing 
approaches


▸ It enables fundamentally new 
approaches


▸ In this talk, I’ll describe one thread 
where ML can shift/inform the 
paradigm
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MULTILAYERED DETECTORS, E.G. CMS

Current and future 
multilayered 
detectors…


Require complex 
reconstruction      
→ particle-flow 

algorithm
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4PARTICLE-FLOW RECONSTRUCTION
▸ Particles interact with detector, leaving energy deposits and tracks

▸ Efficient combination of info. from complementary detector subsystems to 

produce a holistic, particle interpretation of the event (that improves on any 
individual subsystem)

photon

µ

neutral 
hadron

µ

HCAL 
clusters

ECAL 
clusters

Detector

Particle Flow

arXiv:1706.04965
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https://arxiv.org/abs/1706.04965


CONVENTIONAL PARTICLE-FLOW, E.G. PANDORA 5

Marshall, Thomson Pandora Particle Flow

Pandora LC Algorithms

6

ConeClustering 
Algorithm

Topological 
Association 
Algorithms

Track-Cluster 
Association 
Algorithms

Reclustering 
Algorithms

Fragment 
Removal 

Algorithms

PFO Construction 
Algorithms

Looping 
tracks

Cone  
associations

Back-scattered 
tracks

Neutral hadron Charged hadronPhoton

9 GeV

6 GeV 

3 GeV 

Layers in close 
contact

9 GeV

6 GeV 

3 GeV 

Fraction of energy 
in cone

Projected track 
position

Cluster first  
layer position

12 GeV 32 GeV

18 GeV

30 GeV Track

38 GeV

“Basic” reconstruction uses 56 algorithms:Existing particle-
flow algorithms 
based on 
complex, hand-
tuned heuristics 
work well

J. S. Marshall: https://indico.in2p3.fr/
event/7691/contributions/42712
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DISADVANTAGES OF CONVENTIONAL PARTICLE-FLOW 6

The Limit of Particle Flow Reconstruction
Confusion Scenarios

Types of confusion

J. S. Marshall: https://
indico.in2p3.fr/event/
7691/contributions/
42712/attachments/
34375/42344/3_john_mar
shall_PFA_marshall_24.0
4.13.pdf

• Topologically or energetically confusing events could cause problems for PFA reconstruction: 

➡ Missing or double counted energy limiting jet energy resolution at high energies

Missing energy Missing energy Double counted energy 

• Crucial requirements for Particle Flow designed detector systems keeping confusion on considerable level: 

➡ Calorimeters within magnetic coil for proper track-cluster associations 

➡ High granularity calorimeters to fully exploit pattern recognition algorithms

| PandoraPFA Studies on AHCAL 2018 Data | Daniel Heuchel | CALICE Collaboration Meeting | 25th March 2021 |  

▸ Our heuristics fail in some ambiguous situations

▸ Traditional PF algorithms can be tricky to extend, tune, apply to different/new 

detectors, or port to new computational hardware or HPCs

J. S. Marshall: https://indico.in2p3.fr/
event/7691/contributions/42712

https://indico.in2p3.fr/event/7691/contributions/42712
https://indico.in2p3.fr/event/7691/contributions/42712
https://indico.in2p3.fr/event/7691/contributions/42712


PARTICLE-FLOW AS A MACHINE-LEARNING TASK 7

▸ Can we instead formulate PF as an ML task (naturally “tunable” through re-
training and portable to new hardware)?


▸ Learn a “set-to-set” function , where  or 
 and 

f: X → Y {tracks, clusters} ∈ X
{tracks, hits} ∈ X {particles} ∈ Y

{tracks, hits} ∈ X {particles} ∈ Y

f



CMS-DP-2022-061
ACAT’22

pp, CMS detector,           
particle-level SOTA on full sim.

MLPF TIMELINE

202320222021

EPJC 81, 381 (2021)

2020 2024

pp, generic detector,                     
proof of concept on Delphes sim.

arXiv:2309.06782

FastML’23, 
ML4Jets’23, 

ACAT’24 

e+e-, CLIC detector,          
event-level SOTA on full sim.

J. Phys. Conf. Ser. 
2438, 012100 (2023) 

ACAT’21
pp, CMS detector,                

proof of concept on full sim.
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http://cds.cern.ch/record/2842375
https://doi.org/10.1140/epjc/s10052-021-09158-w
https://doi.org/10.48550/arXiv.2309.06782
http://dx.doi.org/10.1088/1742-6596/2438/1/012100
http://dx.doi.org/10.1088/1742-6596/2438/1/012100


MLPF IN  COLLISIONSe+e− 9arXiv:2309.06782

https://arxiv.org/abs/2309.06782


OPEN DATASET FOR ML RECONSTRUCTION STUDIES

https://www.coe-raise.eu/od-pfr
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▸ Gen. particles, reco. tracks and 
calorimeter hits, reco. Pandora PF 
particles in EDM4HEP format


▸ CLIC detector (CLIC_o3_v14) simulation 
with Geant4, reco. with Marlin interfaced 
via Key4HEP including Pandora PF reco.


▸ Processes generated with Pythia8 at 



▸ , , , , 

▸ Single-particle: , , , , ,  

between 

▸ 2.5 TB, 6 million events in total

s = 380 GeV
e+e− → tt qq ZH(ττ) WW tt + PU10

e± μ± K0
L n π± γ

[1,100] GeV

doi:10.5281/zenodo.8260741 

https://www.coe-raise.eu/od-pfr
https://arxiv.org/abs/1812.07337
https://doi.org/10.5281/zenodo.8260741


OPEN DATASET FOR ML RECONSTRUCTION STUDIES

Tracks and calorimeter clusters

Track
ECAL or HCAL cluster

Particles

Hit-based  
ML particle-flow 
reconstruction

Cluster-based  

ML partic
le-flow  

reconstru
ction

Calorimeter 
clustering

Charged particle 

tracking

Raw ECAL hit
Raw HCAL hit
Raw tracker hit
Raw Muon chamber hit

Raw detector hits

Raw tracker hit
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Track
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Tracks and calorimeter hits

Charged hadron
Photon
Neutral hadron
Electron
Muon

~300-500 / event

~100-300 / event

~10k / event
11



12DATA PREPROCESSING FOR NODE PREDICTION
▸ Formulate task as node prediction with data preprocessing

▸ Input set arranged in (arbitrarily ordered) matrix  

 

 

▸ Target set zero-padded to same size , with each 
output particle arranged in same array position as  
best-matched input element 
 

xtrack
i = [pT, η, ϕ, χ2, Ndof, tan λ, D0, Ω = sign(q)/R, Z0]

xcluster
i = [ET, η, ϕ, EECAL, EHCAL, x, y, z, Nhit, σx, σy, σz]

|X | = |Y |

yi = [PID, pT, E, η, ϕ, q]
0

0

0

0

0
0

0

Input set X = {xi}

Target set Y = {yi}

PID ∈ {none, charged hadron, neutral hadron, γ, e±, μ±}

Eur. Phys. J. C 81, 381 (2021)

https://arxiv.org/abs/2101.08578


GRAPH NEURAL NETWORK APPROACH 13

Event as input set

X = {xi}

Output set Y′￼ = {y′￼i}

Graph 
building

Event as graph

X = {xi}, A = Aij

ℱ(X |w) = A

Message 
passing

Transformed inputs

H = {hi}

𝒢(X, A |w) = H

Elementwise 
decoding

𝒟(xi, hi |w) = y′￼i



Trainable neural networks: 


 Track,  Calorimeter cluster,  Encoded element

  Target (predicted) particle,  No target (predicted) particle

hi ∈ ℝNhidden

ℱ, 𝒢, 𝒟
 

Target set Y = {yi}

Elementwise loss 

classification & regression

L(yi, y′￼i)

▸ Convert input set to a 
locally, sparsely 
connected graph 

▸ Message-passing NN to 
transform features 

▸ Decode transformed 
inputs elementwise 

▸ (During training) 
Compare to target set, 
optimize weights

Eur. Phys. J. C 81, 381 (2021)

https://arxiv.org/abs/2101.08578


GRAPH BUILDING COMPLEXITY T. Neylon, https://unboxresearch.com/
articles/lsh_post1.html

Naive nearest neighbors graph building: need to 
compare each pair of particles,  complexity𝒪(N2)

14

 complexity plagues other SOTA ML approaches like transformers𝒪(N2)

https://unboxresearch.com/articles/lsh_post1.html
https://unboxresearch.com/articles/lsh_post1.html
https://unboxresearch.com/articles/lsh_post1.html


LOCALITY-SENSITIVE HASHING

Hash function: particle features to bin index

Divide space into bins, particles are connected if they are in the same bin

T. Neylon, https://unboxresearch.com/
articles/lsh_post1.html 15

https://unboxresearch.com/articles/lsh_post1.html
https://unboxresearch.com/articles/lsh_post1.html
https://unboxresearch.com/articles/lsh_post1.html


LOCALITY-SENSITIVE HASHING

Randomized bins (hash functions) work even better!

T. Neylon, https://unboxresearch.com/
articles/lsh_post1.html 16

Simple to implement in TensorFlow, PyTorch, JAX using native 
operations: high portability to Nvidia, AMD, Intel Gaudi, etc. today

5 random hash functions, where 
darkest blue = 5 hash collisions, 
lightest blue = 3 hash collisions

https://unboxresearch.com/articles/lsh_post1.html
https://unboxresearch.com/articles/lsh_post1.html
https://unboxresearch.com/articles/lsh_post1.html


LSH-BASED GNN
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Input  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▸ One layer of scalable GNN based on Reformer [arXiv:2001.04451]


▸ Can stack them to form multilayered network that learns higher-level 
representations
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https://arxiv.org/abs/2001.04451


HYPERPARAMETER OPTIMIZATION ON HPC

JURECA Supercomputer at Jülich Supercomputing Centre

18

▸ Many 
hyperparameters to 
tune, e.g. number of 
layers, hidden 
dimension of each 
layer, and LSH bin 
size


▸ Requires large 
compute



IMPACT OF TUNING 19
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tuning

tuning

▸ Tuning improves particle-level performance dramatically (trained on )

▸ Though we optimize a particle-level loss, also achieve better jet/MET resolution

qq, tt



PERFORMANCE AND GENERALIZATION
▸ Generalizes to samples (e.g., ) never used in training

▸ ~50% improvement in jet response width over the baseline*

e+e− → WW → hadrons

MLPF

baseline

20

MLPF

baseline

*Defined with gen. particle status = 1
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SCALING
▸ Baseline (untuned) algo. runs only on CPU, scales ~quadratically, runtime per 

event is in seconds

▸ ML model scales linearly, runs in milliseconds per event on a consumer 8 GB GPU
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FOUNDATION MODELS 22

▸ “Foundation models” are large-scale models (e.g. GPT-3) trained 
on broad multimodal data and adaptable to a wide range of 
downstream tasks 

arXiv:2108.07258

https://arxiv.org/abs/2108.07258


FOUNDATION MODELS IN HEP 23
L. Heinrich, https://indico.cern.ch/event/
1330797/contributions/5776144/

▸ Reconstruction in HEP is analogous to a foundation model

▸ With ML-based reconstruction, can take this analogy more literally and fine-tune 

reconstruction for different needs, e.g. analysis or new detector concepts

Reco
"

Reconstructed 
Event

Higgs

SUSY

Exotic Particles

Tracking Data

Calorimeter

Muon Data

In many ways we’ve always had 
a foundation model for general 
purpose experiments.. 

Some more detail here: [Slides]

https://indico.cern.ch/event/1330797/contributions/5776144/
https://indico.cern.ch/event/1330797/contributions/5776144/
https://indico.cern.ch/event/1330797/contributions/5776144/


SUMMARY
▸ ML-based event reconstruction improves physics performance at future 

colliders

▸ End-to-end optimization can enable new paradigms, e.g. fine-tuning ML-

based reconstruction for different use cases (analysis, detector concepts, etc.)

▸ Scalable ML models improve computational performance

▸ Open datasets and code accelerate research

24
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26RELATED WORK

arXiv:2212.01328

2

Fig. 1: A depiction of a single-jet event from the test dataset in both the COCOA calorimeter layers (left) and as an input
graph in h �f space (right). On the left, the actual geometry of the calorimeter cells is shown, while on the right, they are
represented by spheres with sizes proportional to their energy divided by noise threshold (up to a maximum value). Lines
represent tracks and their projected locations in h and f in each calorimeter layer. Connections between calorimeter cells
are the edges formed during graph construction (inter-layer edges and track-cell edges are not shown). The markers at the
bottom right indicate the h �f coordinates of the truth particles.

and variable cardinality of the input set. Graph neural net-
works (GNN) have therefore emerged as an architecture of
choice in recent particle reconstruction models, as they have
in other particle physics tasks [3].

In a collision event, the true set of particles T upstream
to the detector sensitive volume gives rise to a set of detector-
level hits D. So the input set comprising the detector record
is sampled from p(D|T ). Then global particle-flow recon-
struction is the set-to-set task where the input set of detector-
level hits D is transformed into a typically much smaller out-
put set R comprising NR predicted particles. The predictions
of a successful reconstruction algorithm R(D) will correctly
model the cardinality NT of T and the properties (class, mo-
mentum, and angular coordinates) of its members. Several
ML approaches have been proposed in the literature to pre-
dict R(D).

In [4] the object condensation (OC) approach was pro-
posed, which clusters nodes or pixels in latent space to form
candidate objects, in our case, particles. Recently, OC has
been used to predict clusters in CMS data [5, 6], where the
authors focused on reconstruction efficiency and energy re-

gression of showers from single particles embedded in pileup.
We implement OC with modifications as explained in sec-
tion 3.4 for the purpose of establishing a performance base-
line for an ML-based particle reconstruction.

The reduction in size from input to output set is han-
dled in the MLPF [7] approach by assigning input nodes to
particle classes in the output set or else to a dedicated “ne-
glect class”. This approach was also recently successfully
tested using CMS data [8, 9], where the model predictions
were trained to match the output candidates from a standard
particle-flow algorithm. For predicting true particles, MLPF
is limited to cases where one or more clusters can be as-
sociated to each particle. It would therefore be required to
define a fractional target definition in order to efficiently re-
construct particles that do not contribute a dominant fraction
of energy in any single cluster (for example, a significant
percentage of low-pT photons).

In this paper, we contribute to the exploration of GNN-
based particle reconstruction by proposing two new algo-
rithms and comparing their performance alongside a modi-
fied OC implementation as a baseline and a parameterized

4
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Fig. 2: A 3-D display the energy deposits of a p+ and p0 ! gg , in the LG calorimeters (left), of the p0 only (middle) and
of the same p0 only shower as captured by a HG calorimeter layer of 32⇥ 32 granularity where the deposits from the two
photons are resolved (right). The p+ track and its extrapolation to the calorimeters are also displayed.

Finally, a track is formed by smearing the p+ momen-
tum by a resolution s(p), given by s(p)

p
= 5⇥10�4⇥ p [GeV ],

and keeping the original p+ momentum direction unchanged.
The chosen momentum resolution of p+ emulates the track
resolution of the ATLAS tracking system and track recon-
struction algorithms [20]. The smearing of the track direc-
tion is neglected as it is expected to have sub-dominant ef-
fects to the results presented in this document.

Table 2: Transverse segmentations for both the HG and LG
layouts (the total transverse dimension is 125⇥125 cm

2) of
the ECAL and HCAL individual layers and the correspond-
ing simulated electronic noise per cell for the HG detector
are shown. The noise for the LG detector is appropriately
scaled up by a conversion factor (cf) while transiting from
HG to LG detector.

Detector Layer Res. (HG) Res. (LG) Noise [MeV] (cf)
ECAL1 64⇥64 32⇥32 13 (4)
ECAL2 32⇥32 8⇥8 34 (16)
ECAL3 32⇥32 8⇥8 17 (16)
HCAL1 16⇥16 8⇥8 14 (4)
HCAL2 16⇥16 8⇥8 8 (4)
HCAL3 8⇥8 8⇥8 14 (1)

4 Deep neural network models

The target of the NN models is to regress the per-cell neu-
tral energy fraction using deep learning methods to yield an
accurate image of the neutral energy deposits. Two main ap-
proaches were investigated depending on the granularity of
the target detector: a standard scenario where the granularity
of the inputs and output images is unchanged, and a super-
resolution scenario where the target detector features higher
granularity layers compared to the input detector. For both,
various state of the art NN architectures were implemented
and compared.

For the standard scenario, the loss function is designed to
regress the neutral energy fraction of each cell in the event,
with a larger weight assigned to more energetic cells, to re-
duce the effect of noise and simultaneously enrich the per-
formance of high energetic cells originating from the pions.
The same loss function is used to train the different models
and defined on an event-basis as follows:

Levent =
1

Etot

Â
c

Ec( f
c

t
� f

c

d
)2

where Etot is the total energy collected by the six calorimeter
layers, Ec is the total energy of a given cell indexed by c, f

c

t

and f
c

d
represent the target and predicted energy fractions.

arXiv:2003.08863
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Abstract In High Energy Physics experiments Particle Flow
(PFlow) algorithms are designed to provide an optimal re-
construction of the nature and kinematic properties of the
particles produced within the detector acceptance during col-
lisions. At the heart of PFlow algorithms is the ability to
distinguish the calorimeter energy deposits of neutral par-
ticles from those of charged particles, using the comple-
mentary measurements of charged particle tracking devices,
to provide a superior measurement of the particle content
and kinematics. In this paper, a computer vision approach
to this fundamental aspect of PFlow algorithms, based on
calorimeter images, is proposed. A comparative study of the
state of the art deep learning techniques is performed. A
significantly improved reconstruction of the neutral particle
calorimeter energy deposits is obtained in a context of large
overlaps with the deposits from charged particles. Calorime-
ter images with augmented finer granularity are also ob-
tained using super-resolution techniques.

1 Introduction

General-purpose high energy collider experiments are de-
signed to measure both charged particle trajectories and
calorimeter clustered energy deposits. The charged particle
tracks in a magnetic field and the topology of energy de-
posits in calorimeters provide most of the information nec-
essary to reconstruct, identify and measure the energy of the
particles that constitute the event, which for the most part are
charged and neutral hadrons, photons, electrons, muons, and
neutrinos. The latter escaping detection and are measured by
the imbalance in momentum in electron-positron collision
events or transverse momentum in hadron collision events.
?Contact addresses
ae-mail: Francesco.Armando.DiBello@roma1.infn.it
be-mail: sanmay.ganguly@weizmann.ac.il

Other particles created during a high energy collision, hav-
ing too short lifetimes to be directly detected in the experi-
ment, need to be reconstructed from their decay products.

The goal of Particle Flow (PFlow) algorithms is to make
optimal use of these complementary measurements to re-
construct the particle content and its energy response for
the entire event. A precise reconstruction of the entire event
is essential for the measurement of those particles, such as
neutrinos, escaping detection, as well as the reconstruction
of jets of particles originating from the fragmentation and
hadronization of hard scattering partons. One challenging
aspect of PFlow algorithms is to disentangle particles of dif-
ferent nature when they are close to one another and possibly
overlap. The reconstruction performance in general and the
performance of PFlow algorithms, in particular, will criti-
cally depend on the detector design specifications, as for in-
stance, the size and magnetic field intensity of the tracking
volume, the granularity of the calorimeters, and their energy
resolution. The first PFlow algorithm was designed by the
CELLO collaboration at PETRA [1], where an optimal re-
construction of the event "Energy Flow " was measured by
subtracting the expected energy loss from charged particles
in the calorimeter, to estimate the "neutral energy" and its
spatial distribution. This algorithm, developed in e

+
e
� col-

lisions, was aimed at a precise measurement of the hadronic
activity for the measurement of aS. Since then, PFlow algo-
rithms relying on the parametrization of the expected charged
energy deposits in calorimeters have been further developed
at e

+
e
� [2] and pp [3, 4] collider experiments. The suc-

cess of these algorithms has been such that future e
+

e
� col-

lider experiment projects are taking PFlow algorithms into
account in the design of the projected detectors [5–9].

In this paper, we explore the capabilities of computer vi-
sion algorithms, along with graph and deep set Neural Net-
works (NN), to provide solutions to this complex question
in a context of two overlapping particles, a charged and a
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Abstract The task of reconstructing particles from low-level
detector response data to predict the set of final state parti-
cles in collision events represents a set-to-set prediction task
requiring the use of multiple features and their correlations
in the input data. We deploy three separate set-to-set neural
network architectures to reconstruct particles in events con-
taining a single jet in a fully-simulated calorimeter. Perfor-
mance is evaluated in terms of particle reconstruction qual-
ity, properties regression, and jet-level metrics. The results
demonstrate that such a high-dimensional end-to-end ap-
proach succeeds in surpassing basic parametric approaches
in disentangling individual neutral particles inside of jets
and optimizing the use of complementary detector infor-
mation. In particular, the performance comparison favors a
novel architecture based on learning hypergraph structure,
HGPflow, which benefits from a physically-interpretable ap-
proach to particle reconstruction.

1 Introduction

Testing theories in high energy physics rely on the ability
to reconstruct high energy particle collision events using in-
formation recorded by particle detectors. General-purpose
detectors enable this primarily through two sources of infor-
mation: charged particle trajectories (tracks) measured in an
inner tracking region and energy deposited by particle show-
ers in a surrounding array of calorimeter cells.

Currently, experiments at the CERN Large Hadron Col-
lider (LHC) employ parameterized “particle-flow” algorithms,
which combine track and calorimeter information in a com-
plementary way while avoiding double counting.
ae-mail: francescoarmando.dibello@unige.it
be-mail: etienne.dreyer@weizmann.ac.il
ce-mail: nilotpal.kakati@weizmann.ac.il

The performance of particle-flow algorithms is limited
to an extent by detector design specifications, such as the
precision and size of the inner tracking system, the magnetic
field strength in the tracking volume, the granularity of the
calorimeters, and their energy resolution. However, a num-
ber of intrinsic factors complicate the task of particle recon-
struction in the LHC environment: the busy and often colli-
mated signatures resulting from proton collisions, the pres-
ence of multiple simultaneous scattering events (pileup), and
finally, the extensive and irregular array of sensitive ele-
ments required for granularity and angular coverage.

There are two main approaches to particle-flow algo-
rithms. The approach used by the ATLAS collaboration [1]
involves subtracting the expected shower profile for each
track in an event from the calorimeter deposits to infer the
energy contributed by nearby neutral particles. The CMS
collaboration, on the other hand, employs a global particle-
flow algorithm where final state particles of different types
are reconstructed simultaneously [2]. Global particle-flow
algorithms allow a high physics analysis flexibility and elim-
inate the need for overlap-removal algorithms while better
exploiting the strengths of each sub-detector system.

In this paper, we approach the global particle-flow paradigm
using machine learning (ML) models operating on graph
data. As in other applications to particle physics, ML brings
the advantage of replacing parameterized cuts (for example,
in energy subtraction schemes) with fully differentiable de-
cision boundaries in the full space of relevant features in
data. The expressiveness of ML models also opens new pos-
sibilities, such as reconstructing individual neutral particles
inside of jets. Similarly, the choice to represent input data as
graphs is motivated by several advantages: graphs more nat-
urally capture the spatial correlations encoded in irregular
detector geometry and also are well-suited for the sparsity
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▸ CLIC detector 
(CLIC_o3_v14)
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HPC AI CHIPS
The HPC AI chip landscape is diversifying

AMD MI250X GPU Intel Gaudi2 deep 
learning processor

… we need flexible and portable codes to make use of 
these resources in the near future!



PORTABILITY
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Voyager (Gaudi1)
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Portable on CPU, 
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chips

three different HPC sites



Aggregate and build higher-level representations 
in a learnable way

▸ Can construct multilayered networks from the scalable GNN-LSH building 
block

STACKING GNN-LSH 30



BULK AND TAILS
▸ Datasets are diverse so we have to predict the bulk and the tails well for all 

particle types



PERFORMER-BASED TRANSFORMER
▸ Alternative: scalable transformer based on the Performer architecture 

[arXiv:2009.14794]

Random 
projections

Learnable 
weights

WQ,K,V ∈ ℝF×D C ∈ ℝD×M

Q′ ∈ ℝN×M K′ T ∈ ℝM×NQ, K, V ∈ ℝN×D V ∈ ℝN×DX ∈ ℝN×F

Input  
feature vectors

Queries, keys, 
values

××

Transformed 
feature vectors

=

%(NMD)%(NMD)

K′ TV ∈ ℝM×D X′ = Q′ (K′ TV) ∈ ℝN×D

One layer of kernel-based self attention with the FAVOR mechanism.
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