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• Precision measurements of Higgs 
couplings: gauge, Yukawa, and self

• Higgs as a probe of physics beyond 
the Standard Model (BSM)

• Precision studies of electroweak 
symmetry via multiboson 
interactions or W mass 
measurement

• Rare BSM physics

Why the HL-LHC?
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Fig. 30: (left) Summary plot showing the total expected ±1� uncertainties in S2 (with YR18 systematic
uncertainties) on the coupling modifier parameters for ATLAS (blue) and CMS (red). The filled coloured
box corresponds to the statistical and experimental systematic uncertainties, while the hatched grey area
represent the additional contribution to the total uncertainty due to theoretical systematic uncertainties.
(right) Summary plot showing the total expected ±1� uncertainties in S2 (with YR18 systematic uncer-
tainties) on the coupling modifier parameters for the combination of ATLAS and CMS extrapolations.
For each measurement, the total uncertainty is indicated by a grey box while the statistical, experimental
and theory uncertainties are indicated by a blue, green and red line respectively.

a simple scaling of the cross sections and luminosities is applied, which is a fair assessment with the
current systematic uncertainties and assuming that the experimental performance and systematic uncer-
tainties are unchanged with respect to the current LHC experiments. Two scenarios are then assumed
for the theoretical and modelling systematic uncertainties on the signal and backgrounds. The first (S2)
is the foreseen baseline scenario at HL-LHC, and the second (S20) is a scenario where theoretical and
modelling systematic uncertainties are halved, which in many cases would correspond to uncertainties
roughly four times smaller than for current Run 2 analyses. It should be noted that HL-LHC measure-
ments, whose precision is limited by systematic uncertainties, would also improve for S2’. The results
of these projections are reported in Table 38.

2.8 Higgs couplings precision overview in the Kappa-framework and the nonlinear EFT24

After the discovery of the Higgs boson at the LHC, the first exploration of the couplings of the new
particle at Run I and Run II has achieved an overall precision at the level of ten percent. One of the main
goals of Higgs studies at the HL-LHC or HE-LHC will be to push the sensitivity to deviations in the
Higgs couplings close to the percent level.

In this section we study the projected precision that would be possible at such high luminosity
and high energy extensions of the LHC from a global fit to modifications of the different single-Higgs
couplings. Other important goals of the Higgs physics program at the HL/HE-LHC, such as extend-
ing/complementing the studies of the total rates with the information from differential distributions, or
getting access to the Higgs trilinear coupling, will be covered in other parts of this document.

In order to study single-Higgs couplings, we introduce a parametrisation, the nonlinear EFT, that
24 Contacts: J. de Blas, O. Catà, O. Eberhardt, C. Krause
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Table 1. Expected precision and
significance for the measurement of
several EW multiboson processes [1].

Process W
±

W
±

WZ WV ZZ WWW WWZ WZZ

Final state `±`±jj 3`jj `jjjj 4`jj 3`3n 4`2n 5`n
Precision 6% 6% 6.5% 10–40% 11% 27% 36%
Significance > 5s > 5s > 5s > 5s > 5s 3.0s 3.0s

2.2 sin2 qeffsin2 qeffsin2 qeff, mWmWmW and mtopmtopmtop

The current world average of the weak mixing angle sin2 qeff = 0.23153 ± 0.00016 is dominated by determinations based on
data from LEP and from SLD. Those determinations, however, differ by over 3 s.d.. A precision extraction using HL-LHC data
can help settle this long-standing issue, giving insight into the source of tension between LEP and SLD, whether this is the result
of systematics, or of new physics. The statistical precision of sin2 qeff measurements with ATLAS, CMS and LHCb will be
better than 5 ·10�5. The overall uncertainty will remain dominated by the PDFs, which can be reduced to 10�16 ·10�5 using
in situ constraints, with an overall uncertainty below 18 ·10�5. The PDF uncertainty on sin2 qeff can be reduced by 10%�25%
using the global fits to HL-LHC data, as discussed in Sec. 4.1. Data from the LHeC collider would have the potential to reduce
the PDF uncertainties by an additional factor of 5.

Another key target of the LHC is to improve the knowledge of the W boson mass, mW . The HL-LHC will greatly reduce
the systematics, by limiting the PDF sensitivity via the extended leptonic coverage |h | < 4, and via its own PDF constraints.
Dedicated low-pileup runs will provide the required conditions to optimize the reconstruction of missing transverse momentum,
and five to ten weeks of data taking in the course of the HL-LHC will lead to a statistical precision of about 3 MeV. Experimental
systematic uncertainties are largely of statistical nature, and with adequate efforts and exploiting the full available data sample,
their impact can be maintained at a level similar to the statistical uncertainty. Assuming the extended lepton coverage allowed
by the HL-LHC detectors, the impact of PDF uncertainties on the mW measurement, using today’s PDF sets, would amount to
5-8 MeV. These uncertainties are further reduced to about 4 MeV when using the HL-LHC ultimate PDF set (Sec. 4.1), leading
to an overall HL-LHC target of DmW = ±6 MeV. LHeC measurements could further reduce the PDF systematics to 2 MeV.

The projections for the top mass measurements are collected in Table 2. With a mostly negligible statistical uncertainty, they
reflect the anticipated measurement and modeling systematics, but do not include the uncertainty in the interpretation in terms of
a theoretically well defined mass (see the discussion in Ref. [1]). Progress here will be driven by future theoretical developments,
supported by the large amount of data and of probes of the top mass subject to independent theoretical systematics.

Table 2. Projected total uncertainties on the
top quark mass, obtained with different
methods. From Ref. [1].

Method: tt̄ lepton+jets t-channel single top mSV ` J/y stt̄

Dmtop (GeV): 0.17 0.45 0.62 0.50 1.2

3 Flavour physics
The LHCb experiment has demonstrated emphatically that the LHC is an ideal laboratory for a comprehensive programme
of flavour physics. The LHCb Upgrade II, combined with the enhanced B-physics capabilities of the Phase II upgrades of
ATLAS and CMS, will enable a wide range of flavour observables to be determined at HL-LHC with unprecedented precision,
complementing and extending the reach of Belle II, and of the high-pT physics programme. Some highlights are given here,
see Ref. [4] for a comprehensive overview.

3.1 Testing CKM unitarity
The unitary nature of the CKM matrix, and the assumptions of the SM, impose nontrivial relations between the CKM elements,
implying the closure of the vertices of the standard unitarity triangle, Fig. 4. The angle g can be extracted with small
experimental and theoretical systematics, but is the least well known (±5�), due to statistics. LHCb Upgrade II will improve
the precision by an order of magnitude, or better. The precision measurement of the Bs weak mixing phase will be another
highlight of the programme. The expected precision on f cc̄s

s
at the end of the HL-LHC period will be ⇠ 5 mrad for ATLAS and

CMS, and ⇠ 3 mrad for LHCb . This will be at the same level as the current precision on the indirect determination based
on the CKM fit using tree-level measurements. The anticipated impact of these improvements can be seen in Fig. 4. The
increased sensitivity will allow for extremely precise tests of the CKM paradigm. In particular, it will permit the tree-level
observables, which provide SM benchmarks, to be assessed against those with loop contributions, which are more susceptible
to new physics.

3.2 Bottom quark probes of new physics and prospects for B-anomalies
The flavour-changing neutral current (FCNC) transitions b ! s(d)`+`+ provide some of the most sensitive probes of new
physics. For most of the corresponding observables, this sensitivity is statistics limited. The HL-LHC, combining ATLAS, CMS
and LHCb Upgrade II, is the only facility with the potential to distinguish between some plausible new physics scenarios. As an
example, Fig. 5 shows the potential sensitivity to the C9 and C10 Wilson coefficients, illustrating scenarios with modifications
of just C9 (vector current) and of both C9 = �C10 (pure left-handed current). The fits use the measurements of the branching
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Fig. 6.1.15: Status of the current best experimental constraints on the KSVZ-ALP with ABJ anomalies
c1,2,3 = 10. We include the BABAR bound on ⌥ ! �a(jj) [605] (purple) and its rescaling at Belle II [606]
(purple dotted). LHCb bound derived in Ref. [590] from diphoton measurement around the Bs mass [607] (cyan).
The projection for HL is also shown (dashed cyan). We also include LEP searches on Z ! �a(jj) [608] and
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ted). Constraints from inclusive cross section measurements at the Tevatron [610] and the LHC [611–613] derived
in Ref. [589] (red) and the rescaled sensitivities of the 8 TeV cross section measurement [613] at the HL-LHC
(dashed red) are shown. Finally, LHC bounds on boosted dijet resonances [614] reinterpreted for an ALP in
Ref. [589] (green), LHC searches for diphoton resonances [615–617] (blue), and the sensitivity of the boosted
diphoton resonance search based on the monojet trigger at the HL-LHC (3 ab�1) and the HE-LHC (15 ab�1) [591]
(dashed/dotted magenta) are plotted. We also display (gray) two theory benchmarks motivated by freeze-out of
ALP-mediated Dark Matter and by the QCD axion quality problem, see Ref. [590]. On the r.h.s. y-axis we show
ga�� ⌘ ↵em

⇡fa
c� to make contact with the QCD axion notation.

corresponding to 1.21 · 108 ⌥3S and 0.98 · 108 ⌥2S . “Standard” inclusive diphoton resonance searches
at the LHC do not probe masses below 65 GeV [615–617].

A first example of what can be done to improve the low mass reach is the CMS search for a
dijet resonance recoiling against a hard jet [614] that we rescale here for an ALP produced in gluon
fusion (see Ref. [589] for more details). As we see in Fig. 6.1.15, this probes ALPs down to 50 GeV.
A second example is the bound from inclusive cross section measurements, derived in Ref. [589], that
reach masses of 10 GeV. References [610–613] provide tables of the measured differential diphoton
cross section per invariant mass bin, d���/dm�� , with the relative statistical (�stat) and systematical
(�sys) uncertainties. A conservative bound was derived in Ref. [589] assuming zero knowledge of the
background and requiring

�th
��(ma) <


mBin

�� ·
d���
dm��

· (1 + 2�tot)

�
· 1

✏S(ma)
. (6.1.33)

where �tot =
q

�2
stat + �2

sys. The signal efficiency ✏S(ma) (see Ref. [589] for its computation) does

not go to zero below pmin
T�1

+ pmin
T�2

because the ALP can still pass the cuts recoiling against unvetoed jet
activity in the diphoton cross section measurements. A lower limit on the invariant mass that can be
measured, and thus on the testable ma, is set by

m�� > �Riso
��

q
pmin
T�1

pmin
T�2

(6.1.34)

where pmin
T�1,2

are the minimal cuts on the photon transverse momenta, and �Riso
�� = 0.4 is the standard
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BEYOND THE STANDARD MODEL PHYSICS AT THE HL-LHC AND HE-LHC
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Why the HL-LHC?
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Challenges of the HL-LHC collision environment

5

Baseline Stretch
Linst (cm-2 s-1) 5 × 1034 7.5 × 1034

Lint (fb-1) 3000 4000
Avg. pileup (PU) 140 200

Fluence* (neq/cm2) ~2 × 1016 max ~2.5 × 1016 max
Dose* (MGy) ~12 max ~15 max

2.2. Requirements for the tracker upgrade 19
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Figure 2.2: Integrated particle fluence in 1 MeV neutron equivalent per cm2, for the Phase-2
tracker. The estimates shown correspond to a total integrated luminosity of 3000 fb�1 of pp
collisions at

p
s = 14 TeV, and have been obtained with the CMS FLUKA geometry version

3.7.2.0.

Table 2.1: Maximum expected fluence for selected detector regions or components (detailed in
Section 2.3) of the tracker. Values are for 3000 fb�1 of pp collisions at

p
s = 14 TeV assuming

a total cross section, spp, of 80 mb. The positions in r and z at which the quoted maximum
fluence levels for the respective region or component type are reached are also given.

Region or component Max. fluence [neq/cm2] r [mm] z [mm]
IT barrel layer 1 2.3 ⇥ 1016 28 0
IT barrel layer 2 5.0 ⇥ 1015 69 0
IT barrel layer 4 1.5 ⇥ 1015 156 89
IT forward, ring 1 1.0 ⇥ 1016 51 252
IT service cylinder 1.3 ⇥ 1015 170 260
OT PS modules 9.6 ⇥ 1014 218 129
OT 2S modules 3.0 ⇥ 1014 676 2 644

• Reduced material in the tracking volume. The exploitation of the high luminosity will greatly
benefit from a lighter tracker. The performance of the current tracker is affected by the
amount of material, which also influences the performance of the calorimeters and of the
overall event reconstruction in CMS.

• Robust pattern recognition. Track finding under high pileup conditions becomes increas-
ingly more difficult and time consuming. The design of the upgraded tracker should
enable fast and efficient track finding, notably at the HLT.

• Contribution to the level-1 trigger. The selection of interesting physics events at the first trig-
ger stage becomes extremely challenging at high luminosity, not only because of the rate
increase, but also because selection algorithms become inefficient in high pileup condi-
tions. The CMS trigger will operate with substantially increased latency and output rate,
and the tracker has to comply with those. In addition, in order to preserve and possibly
enhance the performance in a wide spectrum of physics channels, CMS has chosen to
use tracking information in the L1 event selection, anticipating part of the reconstruction
presently performed in the HLT.

• Extended tracking acceptance. The overall CMS physics capabilities will greatly benefit from
an extended acceptance of the tracker and calorimeters in the forward region [13]. The
upgraded tracking system will provide efficient tracking up to about |h| = 4.

1.2. Requirements for the HGCAL upgrade 13

Figure 1.2: Fluence, parameterized as a fluence of 1 MeV equivalent neutrons, accumulated in
HGCAL after an integrated luminosity of3000 fb�1, simulated using the FLUKA program, and
shown as a two-dimensional map in the radial and longitudinal coordinates, r and z.

1.2 Requirements for the HGCAL upgrade
Preserving good performance over the full lifetime will require good (at the level of a few
percent) inter-cell calibration. Adequate calibration accuracy can best be achieved if minimum-
ionizing particles (MIPs) can be cleanly detected in each cell. This requires a good signal-to-
noise ratio (S/N) for MIPs after 3000 fb�1, necessitating the use of low-capacitance silicon cells,
of a small size (⇡0.5–1 cm2), and scintillator cells of a small enough size for high light collection
efficiency and S/N, resulting in a high lateral granularity. Fine longitudinal sampling is needed
to provide good energy resolution, especially when using thin active layers (100–300 µm thick
Si sensors). The fine lateral and longitudinal granularity leads to a high cell count. The main
requirements for the HGCAL upgrade can be summarized as follows:

• radiation tolerance: fully preserve the energy resolution after 3000 fb�1, requiring
good inter-cell calibration (⇡3%) using minimum-ionizing particles,

• dense calorimeter: to preserve lateral compactness of showers,
• fine lateral granularity: for low energy equivalent of electronics noise so as to give a

high enough S/N to allow MIP calibration, to help with two shower separation and
the observation of narrow jets, as well as limiting the region used for energy mea-
surement to minimize the inclusion of energy from particles originating in pileup
interactions,

• fine longitudinal granularity: enabling fine sampling of the longitudinal development
of showers, providing good electromagnetic energy resolution (e.g. for H ! gg),
pattern recognition, and discrimination against pileup,

• precision measurement of the time of high energy showers: to obtain precise timing from
each cell with a significant amount of deposited energy, aiding rejection of energy
from pileup, and the identification of the vertex of the triggering interaction,

• ability to contribute to the level-1 trigger decision.

CERN-LHCC-2017-009
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12 Chapter 1. Introduction and overview

Any replacement calorimeter must have the ability to withstand integrated radiation levels that
are ten times higher than anticipated in the original CMS design. Simulations using FLUKA
(Figs. 1.1 and 1.2) indicate that the highest fluence is around 1016 neq/cm2 and the highest
dose around 2 MGy. Such radiation levels will be encountered at the inner radii of the sili-
con trackers at the HL-LHC. The R&D carried out, by several groups, for the upgrade of the
silicon tracker has demonstrated that silicon sensors could indeed tolerate such levels. The
silicon sensors retain adequate charge collection even after having been submitted to fluences
up to 1.5⇥1016 neq/cm2 (where neq/cm2 denotes the number of 1 MeV equivalent neutrons
per square cm), a fluence that is 50% higher than expected for an integrated luminosity of
3000 fb�1. Hence silicon sensors were chosen for the active material for the bulk of the upgrade
of the endcap calorimeters. In order to reliably operate silicon sensors after irradiation, and to
keep sufficiently low the energy equivalent of electronics noise that results from the increased
leakage current and decreased charge collection efficiency after irradiation, the sensors have to
be operated at around �30 �C.

Figure 1.1: Dose of ionizing radiation accumulated in HGCAL after an integrated luminosity
of3000 fb�1, simulated using the FLUKA program, and shown as a two-dimensional map in the
radial and longitudinal coordinates, r and z.

The proposed design uses silicon sensors as active material in the front sections and plastic
scintillator tiles, with the scintillation light read out by SiPMs, towards the rear. In the re-
gion covered by plastic scintillators the maximum radiation levels correspond to a fluence of
8⇥1013 neq/cm2 and a dose of 3 kGy. In order to keep the radiation-induced energy equivalent
of electronics noise sufficiently low, SiPMs also have to be operated at around �30 �C. Hence
the whole calorimeter will be operated at �30 �C.

The chosen techniques rely on recent advantageous advances in cost per unit area and radia-
tion tolerance of silicon sensors, advances in radiation-tolerant fast electronics, high-bandwidth
data transmission via optical fibres, and in FPGA technology for the first level of event selec-
tion. The challenges lie mainly in the area of engineering (electronics, mechanical, and thermal),
data transmission, and level-1 (L1) trigger formation.
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C

-2017-023

*In CMS, similar for ATLAS

1-MeV-neutron-equivalent fluence in the CMS tracker region, 3000 fb-1 CMS endcap region

CMS endcap region

https://cds.cern.ch/record/2272264
http://cds.cern.ch/record/2293646?ln=en
http://cds.cern.ch/record/2293646?ln=en
https://cds.cern.ch/record/2272264
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Challenges of the HL-LHC collision environment

• <PU> = 140-200 pp interactions per 25 ns bunch crossing (BX)

• Vertex and track reconstruction algorithms less discriminating

• Existing trigger and readout bandwidth constraints imply tighter selection 
requirements to increase purity at the cost of signal acceptance

6

9.2. Vertex Reconstruction Performance 253
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Figure 9.2: For the three detector conditions: (upper left) The efficiency for reconstructing and
matching all generated vertices (signal and pileup) vs pileup; (upper right) the fake rate vs the
number of of pileup interactions; (lower left ) the ratio of the number of events in which the
vertex identified as the PV by the new algorithm is matched to the generated signal vertex to the
total number of events, plotted vs. pileup; and (lower right) the ratio of the number of events in
which the signal vertex is matched to the number of events in which it is reconstructed, plotted
vs. pileup

algorithm.

Figure 9.2b shows the fake rate vs the number of of pileup interactions. The fake rate is de-
fined as the fraction of reconstructed vertices in which there is no matching generated vertex,
(with the matching as defined for the efficiency). Vertices are also counted as fake when two
reconstructed vertices are matched to the same simulated vertex (duplicates). The upgraded
detector has by far the lowest rate of incorrect vertex identifications when the pileup becomes
very high. The aged Phase-I detector has the worst performance at high pileup. The condition
with the best tracking, the undamaged Phase-II detector, shows the best behavior while the
aged Phase-I detector shows the worst behavior.

In the Run-I analysis, for the primary vertex reconstruction, vertices are ordered by decreasing
value of SP2

T of their associated tracks. The PV is usually defined as the reconstructed vertex
with the largest value of this quantity. However, this method does not work well for the high
pileup of Phase-II. A new vertex reconstruction algorithm, which has been developed for high
pileup by the CMS b-tagging group, is used in this analysis.

Figure 9.2c shows the ratio of events in which the vertex identified as the PV by the new algo-
rithm is, in fact, matched to the generated signal vertex to the total number of events, plotted
vs. pileup for t � t̄ events and for Z ! µ+µ� events. Figure 9.2d shows the ratio of events in

1.4. Physics reach of the Level-1 Phase-2 Trigger 23
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Figure 1.7: Left: Simulated distribution of transverse momentum of the lowest pT th candidate
in HH ! ttbb̄ ! thntthntbb̄ decays. The vertical lines correspond to the offline pT thresh-
olds at which the single object trigger efficiency reaches 50% (for t) of the efficiency plateau.
The solid vertical line corresponds to the trigger threshold provided by the Phase-2 L1 trigger
system (at 200 pileup) matching the thresholds currently deployed by the L1 menu for Run-2.
The dashed vertical line corresponds to the trigger threshold required to achieve the same rate
using trigger algorithms that do not make use of L1 tracks or particle-flow candidates. Right:
Expected loss in signal significance for the CMS Phase-2 HH ! bbbb analysis as a function
of the minimum jet pT threshold implemented by the multi-jet trigger algorithm used to se-
lect these events. The green and red lines indicate the thresholds that can be achieved by a jet
trigger algorithm with and without using L1 tracking and particle flow inputs, respectively.

algorithms used to target these final states are based either on a minimum threshold
on the event’s Emiss

T , or on a cross-object trigger algorithm that requires Emiss
T and

low pT muons. The typical offline requirements on Emiss
T are driven by the trigger

selection and, in Phase-1, were of 200 GeV for the pure Emiss
T trigger and of 125 GeV

for the cross-object one. The signal acceptance for these exotic signatures is signif-
icantly reduced, would the L1 Emiss

T thresholds not be maintained to these values.
For example, the relevant parameter space of the model proposed in Ref. [22] can be
explored with the Phase-2 dataset only if the thresholds of the cross-object trigger
are kept to their Phase-1 values.

• Higgs boson associated production (ZH ! nnbb). The SM H ! bb events are
mostly accessible through the associated production of the Higgs boson with a Z/W
boson. The leptonic decays of the Z and W bosons are exploited at trigger level to
achieve manageable rates given the large QCD background expected in this hadronic
decay mode of the Higgs. This channel significantly contributed to achieve the ob-
servation of the Higgs boson decay into a pair of b-quarks during LHC Run-2 [23].
The associated production with a Z boson decaying into a pair of neutrinos is a ma-
jor channel targeted at HL-LHC. The neutrinos produce significant Emiss

T that can be
used to select events at trigger level and drastically reduce the background contri-
bution.

Figure 1.8 shows the Emiss
T distribution for the final states mentioned above. The Phase-2 L1

Emiss
T reconstruction algorithm makes use of the tracking information, of the particle-flow re-
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• Accelerated aging in the general purpose detectors

• Detector materials need to withstand another 
order of magnitude in dose and fluence

• Need to maintain optically transparent materials 
(e.g. scintillators)

• Need to manage leakage current and charge 
trapping in silicon sensors, dark count rate in 
silicon photomultipliers

• Need to manage single event upsets in front end 
ASICs

Challenges of the HL-LHC collision environment
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26 Chapter 2. Tracker

Figure 2.1: Map of non-functional modules (in blue) after an integrated luminosity of 1000 fb�1,
for the achievable minimum coolant temperature of �20�C.

cooling system to achieve a lower silicon sensor temperature. The leakage current is monitored
by the detector control system for each of the 15148 detector modules of the tracker, and its
evolution with irradiation and annealing is accurately reproduced by well-established models
of radiation damage in silicon [24]. The evolution of the leakage current of the tracker sensors
is predicted by a detailed model that takes into account the estimated luminosity profile, the
position and size of each module, the expected particle fluence at specific module locations
(obtained from FLUKA simulations [25]) and the expected temperature versus time scenario
that includes annealing periods. The model also implements a map of the efficiency of the
module thermal contacts derived from data.

Figure 2.1 displays the map of the non-functional modules after 1000 fb�1 for the achievable
minimum coolant temperature of �20�C. Almost all the stereo modules in the barrel (Inner
Barrel layers 1 and 2 and Outer Barrel layers 1 and 2), as well as in the endcap (rings 1, 2 and
5), are no longer operational.

The loss of hits on many layers of the tracker results in a significant degradation of track re-
construction performance, as seen in Fig. 2.2. Within |h| < 2.4, the track finding efficiency
for pT = 10 GeV muons decreases from 100% for the strip tracker without aging at 50 PU to
75 � 95% after 1000 fb�1 at 140 PU. The efficiency for tracks from tt̄ events with pT > 0.9 GeV
drops from above 85 � 95% to 50 � 80%, while the single track fake rate increases from less
than 5% to 12 � 45%. Reducing the fake rate can only be achieved by requiring more hits on
each track, thereby further reducing the efficiency for finding real tracks.

The efficiency loss decreases the physics reach of most searches for new physics, diminishes
the effectiveness of high-pT lepton isolation criteria, and degrades jet energy and missing trans-
verse energy (MET) resolution. Fake tracks cause biases and resolution degradation in jet en-
ergy measurements, increase background levels, and adversely affect high-pT lepton isolation
criteria.

CMS also makes profitable use of tracks below 0.9 GeV in the Global Event Description [26],
although the track finding efficiency progressively decreases at very low momentum. For pT <
0.9 GeV the performance degradation in the aged detector is even larger, with the fake rate

CERN-LHCC-2015-010
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• Fast, high throughput DAQ and trigger

• ~100(LHC) → ~1000(HL-LHC) kHz trigger accept rate

• ~4(LHC) → ~10(HL-LHC) μs trigger latency to permit 
more complex calculations ⇒ deeper buffers required 
in front and back end electronics

• Optical link space constraints ⇒ more intelligence in 
the front ends

• O(50 ps) MIP timing resolution to discriminate 
interaction vertices in the same BX

• Higher channel granularity to reduce occupancy

Detector design and technology requirements

8
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• More radiation-hard detector materials in the most critical 
locations: trackers, near the beam spot; and endcap 
calorimeter

• Thinning of silicon sensors and cooling to around -30°C 
to reduce leakage current and signal loss

• Mechanics to allow for future detector replacements

• Power systems to support increased silicon bias voltage

• Maximize light yield and transparency of scintillator 
systems

Detector design and technology requirements

9
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Figure 9.4: Charge collected on the seed strip as a function of bias voltage for irradiated n-in-p
type sensors, operated at �20�C after 20 weeks of annealing at room temperature. Sensors
with thicknesses of 200 µm (blue), 240 µm (green), and 300 µm (orange) are compared. The
sensors have been irradiated with 23 MeV protons (“p”) or with protons plus reactor neutrons
in addition (“p+n”). The left (right) plot includes fluence levels relevant for 2S (PS) modules.
The red horizontal line indicates the envisaged seed signal charge in 2S sensors (left) and in
PS-strip sensors (right).

Sensors with an intermediate active thickness of 240 µm are studied as an alternative to 200 µm
thick sensors. As shown in both plots of Fig. 9.4 the additional 20% of active silicon is able to
provide approximately 10% more charge.

9.2.1.3 Annealing behaviour

Radiation induced bulk damage in silicon sensors results in a change of the bulk resistivity
and therefore the full depletion voltage, in lower charge collection efficiency, and in an increase
of the leakage current. Since the defects are mobile they can recombine and deactivate, or
combine into more complex defects. The mobilities depend strongly on temperature and are
very small at temperatures below 0 �C. Usually, two consecutive phases can be observed, due
to the different mobilities of the defects: beneficial annealing (decrease of depletion voltage and
increase of charge collection efficiency), followed by reverse annealing (increase of depletion
voltage and decrease of charge collection efficiency). The leakage current decreases during
annealing, and no reverse annealing effect on the leakage current can be observed.

While the reverse annealing behaviour described above has been observed as expected for thick
sensors, almost no decrease of the collected charge on the seed strip has been observed for thin
sensors within a period of 50 weeks at room temperature3, as shown in Fig. 9.5.

9.2.1.4 Strip isolation

Sufficient electrical isolation of the strips is essential to ensure good spatial resolution. For strip
sensors, the interstrip resistances should be at least an order of magnitude higher than those of
the polysilicon resistors. This sets a minimum isolation requirement of at least 15–20 MW for the
2S and PS-s sensors. When normalised to 1 cm strip length, this corresponds to approximately
100 MWcm.

3Accelerated annealing at elevated temperatures was performed, and scaled to room temperature using the
annealing parameters of the leakage current [97].
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Figure 13. The light yield reported as MPV in data and simulation as a function of tile area for a 3 mm thick,
wrapped in ESR, EJ-200 scintillator tile. A systematic uncertainty due to reproduciblitiy of optical coupling
is estimated to be 3.0%, and is plotted but smaller than the data points. The black curve is the fit to data.
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was found at the level of 2.7%, an e�ect that was small compared to our overall reproducibility
uncertainty. To study the misalignment in the z-direction, we moved the SiPM 1 mm away from
the tile and found the MPV decreased by 36.6%. Although this is a significant e�ect, we believe it
is not important for our studies due to the design of the mechanics of our test stand that naturally
provided consistent z placement. Additionally, the optical coupling reproducibility measurement,
section 8.1, includes any residual e�ect of z misalignment. Our tile-to-SiPM mounting was very
reproducible for most tiles.

– 15 –

JIN
ST 16 (2021) P07022

ESR-wrapped 
scintillator tiles
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Highlights of the HL-LHC detector upgrades

10

https://cerncourier.com/a/a-new-atlas-for-the-high-luminosity-era/

New silicon tracker 
with track trigger

New particle flow 
(PF) endcap 
calorimeter

Upgraded barrel 
electromagnetic 
calorimeter 
electronics

Improved muon 
coverage

Higher trigger accept rate 
and higher throughput DAQ

J. Phys.: Conf. Ser. 513 (2014) 022032

https://cerncourier.com/a/a-new-atlas-for-the-high-luminosity-era/'
https://iopscience.iop.org/article/10.1088/1742-6596/513/2/022032
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• Adapts CALICE developments for e+e- 
to use PF to reject PU and maintain 
good energy resolution for forward jets 
from vector boson scattering (VBS)

• Requires fine granularity to link the 
shower back to the original charged 
candidate of the jet

CMS High Granularity Calorimeter (HGCAL)

11

Test beam 300 GeV pion

CMS-DP-2022/022

Simulated single pion demonstrating 
reconstruction algorithmCMS-DP-2022/045

https://cmsdpgplots.web.cern.ch/#/hgcal/CMS-DP-2022_022
https://cmsdpgplots.web.cern.ch/#/hgcal/CMS-DP-2022_045
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CMS HGCAL
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Use scintillator

Use Si

(cheap)

(expensive)

Active Elements:
• Hexagonal modules based on Si sensors in CE-E 

and high-radiation regions of CE-H
• “Cassettes”: multiple modules mounted on

cooling plates with electronics and absorbers
• Scintillating tiles with on-tile SiPM readout

in low-radiation regions of CE-H

Key Parameters:
Coverage: 1.5 < |h| < 3.0
~215 tonnes per endcap
Full system maintained at -30oC
~620m2 Si sensors in ~26000 modules
~6M Si channels, 0.6 or 1.2cm2 cell size
~370m2 of scintillators in ~3700 boards
~240k scint. channels, 4-30cm2 cell size
Power at end of HL-LHC: 
~125 kW per endcap

Electromagnetic calorimeter (CE-E): Si, Cu & CuW & Pb absorbers, 26 layers, 27.7 X0 & ~1.5l
Hadronic calorimeter (CE-H): Si & scintillator, steel absorbers, 21 layers, ~8.5l
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CMS HGCAL

• Sensor and tile production underway

• Module production to begin late 2024

13

4573.5 0.05

UPDATED  28 / 09 / 2022

ETL :  ~650  [ k g ]

Silicon modules
8-inch prototype module stack-up

Wirebonds to cells, GR, bias voltage contact

I Glued sandwich of PCB, Si sensor,
biasing/insulation layer and baseplate
(rigidity, cooling, absorber element)

I Wire-bonding from PCB to silicon

Module assembly on automated Gantries

I Successfully operated O(100) 6-inch
module prototypes in beam tests

I This week, beam test at CERN with
8-inch module prototypes

September 15, 2021 Eva Sicking: Status and plans for CMS HGCAL 7

Readout “hexaboard”

Sensor

Kapton insulation

Baseplate

Signal digitization, trigger 
primitive formation
Stepped through-holes 
for wirebonding

Also carrying sensor 
backside bias

Connection to cooling plate
Part of absorber

● Have received dummy sensors from TTU 
and CERN; blank Hexaboards from NCU. 
Made dummy Cu and acrylic sensors. Need 
baseplates. 

● Designed a sensor PUT that can work for 
all partial sensor types. It will be fabricated 
for test. Hexaboard PUT is based on UCSB 
version.

Dummy acrylic 
sensor for

all partial types

11

Preparations for LD-Left assembly (NTU)

Dummy Cu 
sensor

400 m2 of scintillator for low-rad. regions
CALICE AHCAL SiPM-on-tile prototype S/N > 5 after 3 ab≠1

I Cheaper than silicon æ use in low radiation regions
where S/N > 5 can be maintained up to 3 ab≠1

I 240k SiPMs integrated into the PCB, cooled
operation to mitigate increasing leakage current

I Prototypes of injection-molded tiles and cast and
machined tiles

I Development of automated wrapping and automated
assembly of tile-module

I Successfully operated tileboards in beam tests,
including also irradiated SiPMs

Injection molded tile

Tile wrapping machine

Tileboard prototype
with irradiated SiPMs

September 15, 2021 Eva Sicking: Status and plans for CMS HGCAL 8
Prototype with irradiated SiPMs Zoltan Gecse

CE-H Cassette Insertion Test

20

CE-H insertion test
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• MIP time resolution 30 (start) - 70 (end) ps

• 2.4 < |η| < 4.0 to improve track z resolution 
in the forward region

• Doubles as a luminometer (target 1% 
uncertainty)

• Inner rings designed to be replaceable

• 350-550 V operating bias to achieve high 
S/N but avoid destructive breakdown

ATLAS High Granularity Timing Detector (HGTD)

14
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• Low-gain avalanche detectors (LGADs)

• Reverse-biased silicon diodes with internal gain

• 50 μm thickness with gain ~ 10

• Engineered to maximize time resolution by minimizing jitter (sharp rise time from 
internal gain) and Landau noise (thin sensor)

• Design frozen and already in pre-production

• 54-module demonstrators under construction, first tests underway

• ALTIROC3 front end readout chip in its last prototyping round

ATLAS HGTD
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Demonstrators

S. Terzo (IFAE, Barcelona)  -
VERTEX 2023

18

• Heater demonstrator 
• Validate the modules dissipating heat on 

CO2 cooling plate
• Best thermal material: two graphite layers 

with thermal grease in between

• Detector Unit (DU) demonstrator
• A demonstrator with 54 modules (3 rows and 4 

DU) is being built with ALTIROC+LGAD modules

gluing loading testing
S. Terzo, VERTEX2023

N. Cartiglia, TREDI2015

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2020-007/
https://agenda.infn.it/event/35597/timetable/?view=standard#73-design-and-construction-of
https://indico.cern.ch/event/351695/timetable/?view=standard#23-issues-in-the-design-of-ult
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• |η| < 3, different from ATLAS HGTD

• Motivations

• PU rejection and its impact on vertex 
association and isolation in many scenarios

• Delayed BSM, time-of-flight discrimination of 
exotic heavy stable charged particles (HSCPs)

• π/K separation for heavy ion physics

CMS MIP Timing Detector (MTD)

16

Daniel Spitzbart Feb 19th 2024

Barrel and Endcap Timing Layers

4

14 Chapter 1. Overview of the MIP Timing Detector Project

Table 1.3: Nominal radiation doses and fluences at various locations of the timing layers after
3000 fb�1. The last two columns show the radiation levels providing a safety margin of a factor
1.5. The fluence is normalized to 1 MeV neutron equivalent in silicon.

3000 fb�1 1.5⇥3000 fb�1

Region |h| r (cm) z (cm) neq/cm2 Dose (kGy) neq/cm2 Dose (kGy)
Barrel 0.0 116 0 1.65⇥1014 18 2.48⇥1014 27
Barrel 1.15 116 170 1.80⇥1014 25 2.70⇥1014 38
Barrel 1.45 116 240 1.90⇥1014 32 2.85⇥1014 48
Endcap 1.6 127 303 1.5⇥1014 19 2.3⇥1014 29
Endcap 2.0 84 303 3.0⇥1014 50 4.5⇥1014 75
Endcap 2.5 50 303 7.5⇥1014 170 1.1⇥1015 255
Endcap 3.0 31.5 303 1.6⇥1015 450 2.4⇥1015 675

For the BTL, no maintenance access for repairs is possible for the lifetime of the HL-LHC while
the ETL shall be designed to be accessible for repairs in situ and shall be capable of being
removed from the collision hall, repaired, and reinstalled during an extended Technical Stop.

To ensure that the MTD, as a whole, can maintain the required performance through the life-
time of the HL-LHC, each component that will be located in the experimental cavern must be
shown to function properly when exposed to the full expected radiation dose plus the addi-
tional amount corresponding to the safety factor. The silicon photomultipliers (SiPMs) chosen
as the photosensor in the barrel shall maintain a DCR within specifications up to a fluence of
3⇥1014 neq/cm2 and the front-end BTL ASICs shall be radiation tolerant and single event upset
(SEU) compliant to the same fluence. The low gain avalanche detectors (LGADs) chosen as the
sensors in the endcap shall be tolerant to 3⇥1015 neq/cm2 at |h| = 3, and the ETL front-end
ASIC shall be radiation tolerant and SEU compliant also up to 3⇥1015 neq/cm2. When SEUs do
occur, the system must be equipped with proper diagnostics and controls to detect them and
reset them quickly.

1.4 Overview of the MIP Timing Detector design
Mechanical constraints, performance, radiation tolerance, cost, and the upgrade schedule led
to a detector design consisting of a thin layer between the Tracker and the calorimeters, divided
into a barrel (|h| < 1.5) and two endcap sections covering up to |h| = 3.0. The requirements on
the MTD are rather different in the barrel and endcap regions. The radiation environments are
quite dissimilar, with the outer radius of the ETL, ⇡1.2 m, receiving about the same dose as the
highest |h| part of the BTL but the inner radius, at ⇡0.3 m, receiving nearly a factor of 30 more.
Moreover, the surface area of the BTL is about 2.5 times the surface area of the two endcaps.

Five technologies were investigated and studied in dedicated beam tests and radiation expo-
sures, building upon and extending long-standing R&D programs [23–33]. For the BTL, the
best available technology is a crystal scintillator that is read out with SiPMs [23–25], which are
pixelated avalanche photodiodes operating in Geiger breakdown mode. For the ETL, the best
performance is achieved with LGADs [26–28], which are silicon sensors with internal gain of
about 10–30.

The SiPM technology, used in the BTL, is not sufficiently radiation tolerant to work in the
endcap and the cost of instrumenting the barrel with LGADs is prohibitive. The two different
sensors also require rather different front-end ASICs. Moreover, the schedule constraints are
also different. There is less time for development and construction for the BTL, requiring the

Radiation dose and 
expected fluence for 
BTL and ETL

ETL Sensor
• ETL will be instrumented with Low Gain Avalanche Diode 

(LGAD) sensors optimized for timing measurements

• LGADs has an internal gain layer, which is a highly-doped 
thin layer near the p-n junction, where a high local electric 
field producing charge multiplication with a moderate gain 
factor of 10-30 to maximize signal/noise ratio

August 22, 2023 Zhenyu Ye, EPS-HEP 2023 8

• ETL sensor requirements: 
• Sensor size: 50 μm-thick, 16×16 pads array with 1.3×1.3 

mm2 pads, whose size is determined by occupancy and 
read-out electronics 

• Low leakage current to limit power consumption and noise
• Large and uniform signals: >8 fC pre-radiation, >5 fC after 

highest irradiation point 
• Minimized “no-gain” area: inter-pad distance < 50 μm 

e- h+
BTL technology: 
• LYSO crystal bars with SiPM arrays 

glued to both ends 
• Proven, radiation hard technologies with 

good time resolution

ETL technology: 
• Low Gain Avalanche Diodes (LGAD): 

Silicon → radiation hard for high |η|  
• Thin sensors with small pixel size (= low 

capacitance)D. Spitzbart, LLWI2024

D. Spitzbart, LLWI2024

1.3. Considerations and requirements for the design of the MTD 9

Figure 1.6: A schematic view of the GEANT geometry of the timing layers implemented in
CMSSW [20] for simulation studies comprising a barrel layer (grey cylinder), at the interface
between the tracker and the ECAL, and two silicon endcap (orange and light violet discs) tim-
ing layers in front of the endcap calorimeter.

than the STAR-TOF and about 40% worse than the improved ALICE-TOF performance [19] out
to |y| < 0.9, where their coverage ends. More importantly, the wide acceptance of the MTD
provides CMS a unique PID coverage out to high rapidity.

Table 1.2: Summary of key parameters of the time-of-flight system for different experiments.

Experiment r sT r/sT (⇥100)
(m) (ps) (m ⇥ ps�1)

STAR-TOF 2.2 80 2.75
ALICE-TOF 3.7 56 6.6
CMS-MTD 1.16 30 3.87

1.3 Considerations and requirements for the design of the MTD
The design of the MTD is driven by scientific requirements which follow from the physics goals
of the HL-LHC program and engineering requirements and constraints. It must conform to the
requirements imposed on all detectors inside CMS, such as tolerance to magnetic fields and
robust mechanical design that can survive for the full duration of the HL-LHC program. The
need to fit within the existing CMS detector and conform to the HL-LHC upgrade schedule
puts many additional constraints on the MTD. These key requirements and constraints and
some conclusions that emerge from them are presented in this section.

Barrel Timing Layer (BTL) Endcap Timing Layer (ETL)

Technology LYSO crystal bars with SiPM readout LGADs

|η| <1.45 1.6-3.0

Surface area (m2) ~38 ~14

No. channels 332k ~8.5M

Fluence at 4 ab-1 (neq/cm2) 2 × 1014 2 × 1015 max

Daniel Spitzbart Feb 19th 2024

Barrel and Endcap Timing Layers
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Table 1.3: Nominal radiation doses and fluences at various locations of the timing layers after
3000 fb�1. The last two columns show the radiation levels providing a safety margin of a factor
1.5. The fluence is normalized to 1 MeV neutron equivalent in silicon.

3000 fb�1 1.5⇥3000 fb�1

Region |h| r (cm) z (cm) neq/cm2 Dose (kGy) neq/cm2 Dose (kGy)
Barrel 0.0 116 0 1.65⇥1014 18 2.48⇥1014 27
Barrel 1.15 116 170 1.80⇥1014 25 2.70⇥1014 38
Barrel 1.45 116 240 1.90⇥1014 32 2.85⇥1014 48
Endcap 1.6 127 303 1.5⇥1014 19 2.3⇥1014 29
Endcap 2.0 84 303 3.0⇥1014 50 4.5⇥1014 75
Endcap 2.5 50 303 7.5⇥1014 170 1.1⇥1015 255
Endcap 3.0 31.5 303 1.6⇥1015 450 2.4⇥1015 675

For the BTL, no maintenance access for repairs is possible for the lifetime of the HL-LHC while
the ETL shall be designed to be accessible for repairs in situ and shall be capable of being
removed from the collision hall, repaired, and reinstalled during an extended Technical Stop.

To ensure that the MTD, as a whole, can maintain the required performance through the life-
time of the HL-LHC, each component that will be located in the experimental cavern must be
shown to function properly when exposed to the full expected radiation dose plus the addi-
tional amount corresponding to the safety factor. The silicon photomultipliers (SiPMs) chosen
as the photosensor in the barrel shall maintain a DCR within specifications up to a fluence of
3⇥1014 neq/cm2 and the front-end BTL ASICs shall be radiation tolerant and single event upset
(SEU) compliant to the same fluence. The low gain avalanche detectors (LGADs) chosen as the
sensors in the endcap shall be tolerant to 3⇥1015 neq/cm2 at |h| = 3, and the ETL front-end
ASIC shall be radiation tolerant and SEU compliant also up to 3⇥1015 neq/cm2. When SEUs do
occur, the system must be equipped with proper diagnostics and controls to detect them and
reset them quickly.

1.4 Overview of the MIP Timing Detector design
Mechanical constraints, performance, radiation tolerance, cost, and the upgrade schedule led
to a detector design consisting of a thin layer between the Tracker and the calorimeters, divided
into a barrel (|h| < 1.5) and two endcap sections covering up to |h| = 3.0. The requirements on
the MTD are rather different in the barrel and endcap regions. The radiation environments are
quite dissimilar, with the outer radius of the ETL, ⇡1.2 m, receiving about the same dose as the
highest |h| part of the BTL but the inner radius, at ⇡0.3 m, receiving nearly a factor of 30 more.
Moreover, the surface area of the BTL is about 2.5 times the surface area of the two endcaps.

Five technologies were investigated and studied in dedicated beam tests and radiation expo-
sures, building upon and extending long-standing R&D programs [23–33]. For the BTL, the
best available technology is a crystal scintillator that is read out with SiPMs [23–25], which are
pixelated avalanche photodiodes operating in Geiger breakdown mode. For the ETL, the best
performance is achieved with LGADs [26–28], which are silicon sensors with internal gain of
about 10–30.

The SiPM technology, used in the BTL, is not sufficiently radiation tolerant to work in the
endcap and the cost of instrumenting the barrel with LGADs is prohibitive. The two different
sensors also require rather different front-end ASICs. Moreover, the schedule constraints are
also different. There is less time for development and construction for the BTL, requiring the

Radiation dose and 
expected fluence for 
BTL and ETL

ETL Sensor
• ETL will be instrumented with Low Gain Avalanche Diode 

(LGAD) sensors optimized for timing measurements

• LGADs has an internal gain layer, which is a highly-doped 
thin layer near the p-n junction, where a high local electric 
field producing charge multiplication with a moderate gain 
factor of 10-30 to maximize signal/noise ratio
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• ETL sensor requirements: 
• Sensor size: 50 μm-thick, 16×16 pads array with 1.3×1.3 

mm2 pads, whose size is determined by occupancy and 
read-out electronics 

• Low leakage current to limit power consumption and noise
• Large and uniform signals: >8 fC pre-radiation, >5 fC after 

highest irradiation point 
• Minimized “no-gain” area: inter-pad distance < 50 μm 

e- h+
BTL technology: 
• LYSO crystal bars with SiPM arrays 

glued to both ends 
• Proven, radiation hard technologies with 

good time resolution

ETL technology: 
• Low Gain Avalanche Diodes (LGAD): 

Silicon → radiation hard for high |η|  
• Thin sensors with small pixel size (= low 

capacitance)

CERN-LHCC-2019-003
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TOF particle ID with CMS MTD

Pixel dE/dx Pixel dE/dx

• Unique hermeticity in PID with CMS-MTD (|η|<3)
• Complementarity to ALICE (|η|<0.9) and LHCb (2<η<5)

LHCbALICE ALICE LHCb

10

Physics of Quark Gluon Plasma

12

• No complication of vertex disambiguation in PbPb collisions, 

• Measurements of heavy flavor particles of interest to study evolution of QGP 

• MTD will allow separation of K and π up to 2.5 GeV in mid-rapidity, coverage down to pT ~ 
0 GeV 

• Alice and LHCb have complementary PID capabilities, but CMS only detector with almost 
hermetic PID coverage 

• Resolve ambiguities left from Alice Run 2 results on Λc to D0 ratio → relies on improved 
S/B in D0 → K π decay channel

PoS(HardProbes2020)178

3. Motivation of MTD in heavy ion physics

Heavy-flavor quarks (charm and bottom) are primarily produced via initial hard scattering. As
such, they are largely decoupled from the bulk production of soft gluons and light-flavor quarks
in heavy ion collisions, and thereby probe the properties and dynamics of the quark-gluon plasma
(QGP) through its entire evolution. Most measurements of heavy flavor particles have so far focused
on the mid-rapidity region to measure low-?T region. In CMS, without PID, heavy flavor studies
are currently limited in the low-?T regions (?T > 2 GeV for D0 mesons and ?T > 7 GeV for B
mesons), where the QGP e�ect is expected to be the strongest [3]. The expected performance in
identifying charged c, K, p in low-?T is shown in Figure 2. At the mid-rapidity, identification of
proton can be done up to ?T ⇡ 5 GeV, while c and K can be separated up to ?T ⇡ 2.5 GeV. A full
?T coverage down to ?T ⇡ 0 through the PID capability enabled by the MTD will open up many
exciting physics opportunities at CMS.

Figure 2: Expected performance of charged c/K/p separation in ?T and rapidity with the proposed CMS-
MTD in HL-LHC (Run-4), with the design time resolution of 30 ps [3].

4. Heavy ion analysis with TOFPID

The improvements to heavy flavor measurements in QGP enabled by the PID capability of the
MTD can be seen in Figure 3 - Figure 5. In Figure 3, the D0 background are significantly suppressed,
and the signal significance is drastically improved by the PID selections using the MTD.

Based on the projected signal significance, in Figure 4, the ⇤c to D0 yield ratio is shown, and a
better measurement precision for the⇤c to D0 yield ratio can be reached with the MTD. The⇤c to D0

yield ratio in PbPb collisions serves as an important probe of quark coalescence or recombination
mechanism in a hot and dense QGP. The coalescence-only scenario predicts strong enhancement of
the ratio and its larger ?T dependence compared to the scenario with fragmentation, but it cannot be
concluded with current ALICE data in PbPb collisions. The CMS-MTD detector allows this study
with a wide rapidity range of at least 6 units and such measurements of the production yield and

2

222 Chapter 5. Reconstruction, performance and physics impact

Figure 5.23 shows the 2-D distributions of 1
b as a function of the particle momentum in min-

imum bias HYDJET PbPb events, for the BTL and ETL regions, respectively. The expected
bands for pions, kaons and protons are clearly visible. The resolution is consistent with the
expectation, with proton ID up to p ⇠ 5 GeV and kaon ID up to p ⇠ 3 GeV.

Figure 5.23: The inverse velocity (1/b) as a function of the particle momentum, p, for BTL
(|h| < 1.5) and ETL (|h| > 1.6) in HYDJET PbPb simulation at 5.5 TeV.

5.4 Physics impact examples
Despite the integration of the time information in the event reconstruction being still prelim-
inary and limited to the charged tracks, the improvements in physics-object reconstruction
from timing (Section 5.3) consistently demonstrate that the MTD will allow CMS to operate at
a leveled luminosity corresponding to 200 pileup interactions with a performance equivalent to
Run-2 and Run-3 pileup conditions. The benefits in sensitivity for measurements and searches,
across a wide range of objects and across the HL-LHC physics program leveraging gains across
the full pseudorapidity coverage. For multi-objects final states, such as di-Higgs searches, this
can be summarized as a 15–30% gain in effective integrated luminosity, which is equivalent to
an additional three years of operation of the HL-LHC complex, as anticipated in Section 1.2
(Table 1.1).

This section assesses the impact of the MTD on a few benchmark cases, representative of three
different ways of exploiting the MTD: by using physics objects with improved performance
from the time information; by improving the discrimination power through the use of new,
time-based variables; and by using the new particle identification capabilities provided by
time-of-flight measurements exploiting the MTD. Three families of analyses are considered
to cover these aspects: the search for Higgs boson pair (HH) production in several final states;
the search for long-lived particles (LLP) in “beyond the standard model” (BSM) models; the
measurement of heavy flavor hadron production in Heavy Ion collisions.

The precision characterization of the Higgs boson will be one of the highest priorities of the HL-
LHC physics program. The cumulative impact of the MTD-improved object reconstruction was
quantified in enhanced signal yields of about 15–25% for prominent Higgs boson processes for
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Figure 5.22: Left: Energy deposited in the BTL by an isolated electron (red histogram) and an
isolated pion (blue histogram). The bin at 19 MeV of the histogram accumulates overflows.
Right: ROC curves showing the identification efficiency for single electrons and single charged
pions in the barrel. The red curve is obtained using the default Phase-2 electron identification
BDT discri minant, while the blue curve shows the performance that can be achieved exploiting
MTD-related observables.

5.3.6 Time-of-Flight Particle identification

Particle identification with the MTD is based on the time-of-flight difference of particles with
different masses and thus velocity for a given particle momentum, p:

Dt =
L
c

✓
1
b1

�
1
b2

◆
, (5.1)

where L is the particle flight distance, and b1 (b2) is the velocity of particle 1 (2).

The expected performance in separating charged pions, kaons, and protons, as a function of
transverse momentum (pT) and rapidity (y), in the barrel and endcap timing layers with a
time resolution of 30 ps was presented in Chapter 1, Fig. 1.5. Realistic performance of particle
identification is studied with the full CMS simulation and reconstruction framework. Event
samples are generated using the HYDJET event generator for minimum bias PbPb collisions at
5.5 TeV.

Unlike high pileup pp events, there is on average only one PbPb collision present in each beam
crossing and all particles are originated from a well-defined reconstructed vertex in (x, y, z)
coordinates. To calculate the particle velocity, the common event start time, tevt

0 , is taken to be
the time of the most populated 4D vertex; the particle arrival time is provided by the MTD hit,
tMTD
0 . The reciprocal of the particle velocity can be calculated as

1
b
=

c(tMTD
0 � tevt

0 )

L
, (5.2)

where L is the path length of a track from the beam line to the MTD.
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• LYSO+SiPM time resolution better than 70 ps till end of life

• BTL readout chip (TOFHIR2) contribution ~13 ps

• LGAD time resolution better than 50 ps at end of life with 600 V bias 
(limit of safe operation)

• ETL readout chip (ETROC) contribution < 40 ps

CMS MIP Timing Detector (MTD)
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LGAD radiation tolerance
• Irradiated sensors to 8×1014 and 1.5×1015 neq/cm2 (expected after 3000fb-1)  

• Bias voltage needs to be increased to maintain gain after irradiation 

• Characterization of irradiated sensors shows 40ps time resolution until 
expected end of life at the end of HL-LHC 

• Safe operations according to specs possible with bias <12V/µm, verified in test 
beam

18
5/25/21 Ryan Heller

LGAD radiation tolerance
• Increase bias voltage to maintain gain after irradiation
• Radiation tolerance in latest prototypes: keep 40 ps resolution to end of life.
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LGAD radiation tolerance
• Increase bias voltage to maintain gain after irradiation
• Radiation tolerance in latest prototypes: keep 40 ps resolution to end of life.
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BTL time resolution

• Clock, digitization and electronics noise terms sub-dominant except at startup 

• Photostatistics: depends on MIP energy, geometry, crystal light yield, photon detection efficiency of SiPM 

• Dark Count Rate: Coming from SiPM, dominating source over time. Cold operation and warm 
annealing crucial to maintain physics performance 

• Strong effort to achieve TDR time resolution of 30-70ps over BTL life time 

• DCR limitation thanks to improved thermal management through TECs 

• Proceeding towards production with design that meets TDR targets

6
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Figure 2.2: BTL layout parameters along detector axis z: slant thickness and radiation length
(left), SiPM area and radiation levels (right).

bar coupled to a pair of SiPMs. A minimum ionizing particle traversing the crystal volume
will produce a number of optical photons along its track proportional to the crystal light yield
(LY) defined as the number of photons generated per MeV of energy deposit. A fraction of
the photons will be detected at each SiPM. Detected photons will be converted to photoelec-
trons and amplified by the SiPM, operated with a gain of O(105), to generate an electrical signal
that can be discriminated and digitized to obtain a measurement of the time at which the MIP
crossed the detector, referred to as the “time stamp”. Along this detection chain several effects
can introduce stochastic and systematic fluctuations that lead to a degradation of the detector
time resolution. The time resolution per track, from the combination of two independent mea-
surements at the two ends of the crystal with a common clock jitter, is given by the sum in
quadrature of the following terms:

• CMS clock distribution: 15 ps;
• Digitization: 7 ps;
• Electronics: 8 ps;
• Photo-statistics: 25–30 ps;

• Noise (SiPM dark counts): negligible at startup, 50 ps after 3000 fb�1;

summarized in the equation:

sBTL
t = sclock

t � s
digi
t � sele

t � s
phot
t � sDCR

t . (2.1)

Each of these terms is discussed in more detail in their respective paragraphs, and their relative
contributions to the overall time resolution are summarized in Fig. 2.3. Time jitter from the
electronics and time digitization effects have a negligible impact on the overall time resolution.

The timing performance drivers are the photo-statistics and the noise term, thus major R&D
efforts have been spent on their optimization. The contribution from photo-statistics is related
to the stochastic fluctuations in the time-of-arrival of photons detected at the SiPM, and its
scaling with respect to key BTL parameters is summarized by the equation:

s
phot
t µ

s
trtd
Nphe

µ
s

trtd
Edep · LY · LCE · PDE

, (2.2)

where tr and td are respectively the rise time and decay time of the scintillation pulse which
for LYSO:Ce are about 100 ps and 43 ns respectively. The energy deposited by a MIP in a thin
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Figure 2.3: Left: Evolution of different terms contributing to the BTL time resolution as a func-
tion of integrated luminosity. The two time measurements from the SiPMs at the opposite ends
of a LYSO:Ce crystal bar are combined in a single measurement. The curves are calculated for
the SiPM type HDR2-015 from Hamamatsu. Right: Comparison of the evolution of BTL time
resolution at different temperatures for the nominal radiation level and for a safety margin
of 1.5. The performance degradation caused by an increase of the 1 MeV neutron equivalent
fluence of a factor 1.5 can be offset by lowering by 5 �C the operating temperature.

LYSO:Ce crystal, Edep, features a Landau distribution with the most probable value (MPV) of
0.86 MeV/mm. The number of photoelectrons, Nphe, scales linearly with the energy deposited
and the crystal LY which are determined by the crystal thickness and scintillation properties. It
also scales linearly with the light collection efficiency (LCE), i.e. the probability that a photon
reaches the SiPM without escaping from lateral faces or being absorbed within the material
and with the Photon Detection Efficiency (PDE) of the SiPM. These parameters have driven
the optimization of the sensor layout (crystal and SiPM configuration). In the BTL crystals,
a MIP deposits an average energy of 4.2 MeV including the path length for bending tracks
within the LYSO:Ce volume. With a LCE of 15% and PDE of 20%, a total signal of about 5100
photoelectrons at each SiPM is expected for a MIP.

The contribution due to the noise term scales with the dark count rate (DCR) in the SiPM
proportionally to

p
DCR/Nphe. The magnitude of the DCR increases with integrated lumi-

nosity due to radiation damage creating defects in the silicon, and depends on several factors
discussed in more detail in Section 2.2.2, including the operating temperature, the annealing
scenario during shutdowns, and the specific SiPM technology.

The breakdown voltage of the SiPM, Vbr, is defined as the bias voltage that leads to self-
sustaining avalanche multiplication and is thus the minimum voltage required to properly
operate the photodetector. Since the Vbr can vary slightly in different devices and during the
detector lifetime (because of radiation effects) the relevant parameter used in the following to
define the SiPM performance is the over-voltage, OV = Vbias � Vbr, i.e. the voltage difference
between the applied bias voltage and Vbr.

Both PDE and DCR increase with the OV, showing a SiPM-dependent behavior presented in
Section 2.2.2. Therefore, the operating OV of the SiPM will be adjusted during the detector
lifetime within a range of about 3.5 V, to maintain the optimum time resolution. In particular
the over-voltage will be decreased gradually from 3.5 V to about 1.2 V to maintain the DCR
within an acceptable level of 35–55 GHz (SiPM dependent). Lowering the over-voltage will
also cause the PDE to decrease from about 38–27% down to 24–13% (SiPM dependent). Both

Paolo Meridiani
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MTD

2023 TB with irradiated SiPMs

Annealing model

BTL performance challenge: cope with S/N reduction due to SiPM radiation damage 
– SiPM Dark Count Rate increase up to O(10) GHz during HL-LHC operations 
– Additional challenge: -50% light output wrt TDR observed on first LYSO+SiPM prototypes 

Multifold performance optimisation through 2021-2023. Not the same configuration as in the 
TDR but nearly the same performance achieved 
– smart thermal management with TECs: x10 DCR reduction with -45°C operations (CO2 @ -35°C) 

and 60°C annealing (CO2 @ +10°C) during machine stops 
– SiPM cell size increase (15μm ➝ 25μm): PDE+gain increase to boost LYSO signal 
– 3.75mm thick LYSO (Type1) everywhere: larger energy deposits

BTL thermal management and validation discussed in               
G. Realez Gutierrez’s talk

2
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BTL Goals
• Work under a cold and annealing 

scenarios.

• Reach -45ºC in the SiPMs for cold 

operation.

• Reach [+40,+60]ºC ranges locally 

in the SiPMs for annealing 

scenarios.

EOL
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BTL time resolution

• Clock, digitization and electronics noise terms sub-dominant except at startup 

• Photostatistics: depends on MIP energy, geometry, crystal light yield, photon detection efficiency of SiPM 

• Dark Count Rate: Coming from SiPM, dominating source over time. Cold operation and warm 
annealing crucial to maintain physics performance 

• Strong effort to achieve TDR time resolution of 30-70ps over BTL life time 

• DCR limitation thanks to improved thermal management through TECs 

• Proceeding towards production with design that meets TDR targets
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2.1. Overview and principle of operation 25

Figure 2.2: BTL layout parameters along detector axis z: slant thickness and radiation length
(left), SiPM area and radiation levels (right).

bar coupled to a pair of SiPMs. A minimum ionizing particle traversing the crystal volume
will produce a number of optical photons along its track proportional to the crystal light yield
(LY) defined as the number of photons generated per MeV of energy deposit. A fraction of
the photons will be detected at each SiPM. Detected photons will be converted to photoelec-
trons and amplified by the SiPM, operated with a gain of O(105), to generate an electrical signal
that can be discriminated and digitized to obtain a measurement of the time at which the MIP
crossed the detector, referred to as the “time stamp”. Along this detection chain several effects
can introduce stochastic and systematic fluctuations that lead to a degradation of the detector
time resolution. The time resolution per track, from the combination of two independent mea-
surements at the two ends of the crystal with a common clock jitter, is given by the sum in
quadrature of the following terms:

• CMS clock distribution: 15 ps;
• Digitization: 7 ps;
• Electronics: 8 ps;
• Photo-statistics: 25–30 ps;

• Noise (SiPM dark counts): negligible at startup, 50 ps after 3000 fb�1;

summarized in the equation:

sBTL
t = sclock

t � s
digi
t � sele

t � s
phot
t � sDCR

t . (2.1)

Each of these terms is discussed in more detail in their respective paragraphs, and their relative
contributions to the overall time resolution are summarized in Fig. 2.3. Time jitter from the
electronics and time digitization effects have a negligible impact on the overall time resolution.

The timing performance drivers are the photo-statistics and the noise term, thus major R&D
efforts have been spent on their optimization. The contribution from photo-statistics is related
to the stochastic fluctuations in the time-of-arrival of photons detected at the SiPM, and its
scaling with respect to key BTL parameters is summarized by the equation:

s
phot
t µ

s
trtd
Nphe

µ
s

trtd
Edep · LY · LCE · PDE

, (2.2)

where tr and td are respectively the rise time and decay time of the scintillation pulse which
for LYSO:Ce are about 100 ps and 43 ns respectively. The energy deposited by a MIP in a thin
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Figure 2.3: Left: Evolution of different terms contributing to the BTL time resolution as a func-
tion of integrated luminosity. The two time measurements from the SiPMs at the opposite ends
of a LYSO:Ce crystal bar are combined in a single measurement. The curves are calculated for
the SiPM type HDR2-015 from Hamamatsu. Right: Comparison of the evolution of BTL time
resolution at different temperatures for the nominal radiation level and for a safety margin
of 1.5. The performance degradation caused by an increase of the 1 MeV neutron equivalent
fluence of a factor 1.5 can be offset by lowering by 5 �C the operating temperature.

LYSO:Ce crystal, Edep, features a Landau distribution with the most probable value (MPV) of
0.86 MeV/mm. The number of photoelectrons, Nphe, scales linearly with the energy deposited
and the crystal LY which are determined by the crystal thickness and scintillation properties. It
also scales linearly with the light collection efficiency (LCE), i.e. the probability that a photon
reaches the SiPM without escaping from lateral faces or being absorbed within the material
and with the Photon Detection Efficiency (PDE) of the SiPM. These parameters have driven
the optimization of the sensor layout (crystal and SiPM configuration). In the BTL crystals,
a MIP deposits an average energy of 4.2 MeV including the path length for bending tracks
within the LYSO:Ce volume. With a LCE of 15% and PDE of 20%, a total signal of about 5100
photoelectrons at each SiPM is expected for a MIP.

The contribution due to the noise term scales with the dark count rate (DCR) in the SiPM
proportionally to

p
DCR/Nphe. The magnitude of the DCR increases with integrated lumi-

nosity due to radiation damage creating defects in the silicon, and depends on several factors
discussed in more detail in Section 2.2.2, including the operating temperature, the annealing
scenario during shutdowns, and the specific SiPM technology.

The breakdown voltage of the SiPM, Vbr, is defined as the bias voltage that leads to self-
sustaining avalanche multiplication and is thus the minimum voltage required to properly
operate the photodetector. Since the Vbr can vary slightly in different devices and during the
detector lifetime (because of radiation effects) the relevant parameter used in the following to
define the SiPM performance is the over-voltage, OV = Vbias � Vbr, i.e. the voltage difference
between the applied bias voltage and Vbr.

Both PDE and DCR increase with the OV, showing a SiPM-dependent behavior presented in
Section 2.2.2. Therefore, the operating OV of the SiPM will be adjusted during the detector
lifetime within a range of about 3.5 V, to maintain the optimum time resolution. In particular
the over-voltage will be decreased gradually from 3.5 V to about 1.2 V to maintain the DCR
within an acceptable level of 35–55 GHz (SiPM dependent). Lowering the over-voltage will
also cause the PDE to decrease from about 38–27% down to 24–13% (SiPM dependent). Both
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Annealing model

BTL performance challenge: cope with S/N reduction due to SiPM radiation damage 
– SiPM Dark Count Rate increase up to O(10) GHz during HL-LHC operations 
– Additional challenge: -50% light output wrt TDR observed on first LYSO+SiPM prototypes 

Multifold performance optimisation through 2021-2023. Not the same configuration as in the 
TDR but nearly the same performance achieved 
– smart thermal management with TECs: x10 DCR reduction with -45°C operations (CO2 @ -35°C) 

and 60°C annealing (CO2 @ +10°C) during machine stops 
– SiPM cell size increase (15μm ➝ 25μm): PDE+gain increase to boost LYSO signal 
– 3.75mm thick LYSO (Type1) everywhere: larger energy deposits

BTL thermal management and validation discussed in               
G. Realez Gutierrez’s talk
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BTL time resolution

• Clock, digitization and electronics noise terms sub-dominant except at startup 

• Photostatistics: depends on MIP energy, geometry, crystal light yield, photon detection efficiency of SiPM 

• Dark Count Rate: Coming from SiPM, dominating source over time. Cold operation and warm 
annealing crucial to maintain physics performance 

• Strong effort to achieve TDR time resolution of 30-70ps over BTL life time 

• DCR limitation thanks to improved thermal management through TECs 

• Proceeding towards production with design that meets TDR targets

6

2.1. Overview and principle of operation 25

Figure 2.2: BTL layout parameters along detector axis z: slant thickness and radiation length
(left), SiPM area and radiation levels (right).

bar coupled to a pair of SiPMs. A minimum ionizing particle traversing the crystal volume
will produce a number of optical photons along its track proportional to the crystal light yield
(LY) defined as the number of photons generated per MeV of energy deposit. A fraction of
the photons will be detected at each SiPM. Detected photons will be converted to photoelec-
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that can be discriminated and digitized to obtain a measurement of the time at which the MIP
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time resolution. The time resolution per track, from the combination of two independent mea-
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quadrature of the following terms:

• CMS clock distribution: 15 ps;
• Digitization: 7 ps;
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• Photo-statistics: 25–30 ps;

• Noise (SiPM dark counts): negligible at startup, 50 ps after 3000 fb�1;

summarized in the equation:

sBTL
t = sclock

t � s
digi
t � sele

t � s
phot
t � sDCR

t . (2.1)

Each of these terms is discussed in more detail in their respective paragraphs, and their relative
contributions to the overall time resolution are summarized in Fig. 2.3. Time jitter from the
electronics and time digitization effects have a negligible impact on the overall time resolution.

The timing performance drivers are the photo-statistics and the noise term, thus major R&D
efforts have been spent on their optimization. The contribution from photo-statistics is related
to the stochastic fluctuations in the time-of-arrival of photons detected at the SiPM, and its
scaling with respect to key BTL parameters is summarized by the equation:

s
phot
t µ

s
trtd
Nphe

µ
s

trtd
Edep · LY · LCE · PDE

, (2.2)

where tr and td are respectively the rise time and decay time of the scintillation pulse which
for LYSO:Ce are about 100 ps and 43 ns respectively. The energy deposited by a MIP in a thin
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Figure 2.3: Left: Evolution of different terms contributing to the BTL time resolution as a func-
tion of integrated luminosity. The two time measurements from the SiPMs at the opposite ends
of a LYSO:Ce crystal bar are combined in a single measurement. The curves are calculated for
the SiPM type HDR2-015 from Hamamatsu. Right: Comparison of the evolution of BTL time
resolution at different temperatures for the nominal radiation level and for a safety margin
of 1.5. The performance degradation caused by an increase of the 1 MeV neutron equivalent
fluence of a factor 1.5 can be offset by lowering by 5 �C the operating temperature.
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and the crystal LY which are determined by the crystal thickness and scintillation properties. It
also scales linearly with the light collection efficiency (LCE), i.e. the probability that a photon
reaches the SiPM without escaping from lateral faces or being absorbed within the material
and with the Photon Detection Efficiency (PDE) of the SiPM. These parameters have driven
the optimization of the sensor layout (crystal and SiPM configuration). In the BTL crystals,
a MIP deposits an average energy of 4.2 MeV including the path length for bending tracks
within the LYSO:Ce volume. With a LCE of 15% and PDE of 20%, a total signal of about 5100
photoelectrons at each SiPM is expected for a MIP.

The contribution due to the noise term scales with the dark count rate (DCR) in the SiPM
proportionally to
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DCR/Nphe. The magnitude of the DCR increases with integrated lumi-

nosity due to radiation damage creating defects in the silicon, and depends on several factors
discussed in more detail in Section 2.2.2, including the operating temperature, the annealing
scenario during shutdowns, and the specific SiPM technology.

The breakdown voltage of the SiPM, Vbr, is defined as the bias voltage that leads to self-
sustaining avalanche multiplication and is thus the minimum voltage required to properly
operate the photodetector. Since the Vbr can vary slightly in different devices and during the
detector lifetime (because of radiation effects) the relevant parameter used in the following to
define the SiPM performance is the over-voltage, OV = Vbias � Vbr, i.e. the voltage difference
between the applied bias voltage and Vbr.

Both PDE and DCR increase with the OV, showing a SiPM-dependent behavior presented in
Section 2.2.2. Therefore, the operating OV of the SiPM will be adjusted during the detector
lifetime within a range of about 3.5 V, to maintain the optimum time resolution. In particular
the over-voltage will be decreased gradually from 3.5 V to about 1.2 V to maintain the DCR
within an acceptable level of 35–55 GHz (SiPM dependent). Lowering the over-voltage will
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• Mixed silicon/transition-radiation tracker 
replaced with all-silicon tracker

• |η| < 4, same as CMS, with at least 9 hits 
per track to facilitate VBS jet identification

• Tilt of some endcap pixel sensors to 
improve track finding and reduce multiple 
scattering

• Layers 0 and 1 to be replaced after 2000 
fb-1; layers 3-5 survive to 4000 fb-1

• CO2 cooling, serial powering in pixel 
detector, and carbon fiber structures to 
minimize mass

ATLAS Inner Tracker (ITk)
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Barrel detectors: Staves
• Modules are loaded in structure to form Staves 
• Staves consist of 28 modules in total, 14 on either side of the stave core 
• Modules are rotated by  to the stave axis to provide stereo 

information  
• The End of Substructure (EoS) facilitates the communication through the 

CERN developed ASICs: 
• lpGBT (Low Power GigaBit Transceiver, 65 nm CMOS ASIC)  
• VTRx+: fibre transmitter - receiver (  - )

26 mrad

10 Gb/s 2.5 Gb/s

Short Strip Module

Long Strip Module

Short Strip Stave

1.4 m

EoS
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26 milli-radian (mrad) to the stave axis for stereo hit reconstruction2 (figure 1(a)). A petal is made of
9 modules per side, with unique shapes of sensors in each radial extent from '0 to '5 (figure 1(b)),
with a rotation angle of 20 mrad to the radial axis of the sensor built in the strips.3 An expanded view
of endcap sensor (R0) is shown in figure 1(c) with the legends being defined in sections 2.2 and 2.3.

Type 3

14 modules

(a) A “Stave” with 14 barrel modules on either the front or back side in the barrel cylinder. Modules are
rotated by 26 mrad to the stave axis. Those triplet of fiducial markers, Type 3, are the stereo fiducial markers
(cf. figure 2(a)).

(b) A “Petal” with 9 endcap modules per
Petal side in the endcap disks. The rotation
angle of 20 mrad to the radial axis of the
sensor is built in the strips.

Type 1 

Type 3 

R0	

A	

B	C	

D	

a	

b	c	

d	
r_i	

r1	

r2	

r3	

R_i	
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Row0	
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Row2	

Row3	
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(c) An expanded view of the inner-most R0 endcap
sensor. Sections 2.2 and 2.3 explain the features such
as Type 1 to Type 3 fiducial markers, corners (A-D,
a-d), radii (R_i, R_occ, r_i, r_o, etc.) and Rows (0-4).

Figure 1. Schematic views of (a) Stave, (b) Petal, and (c) R0 sensor. Copyright CERN CC-BY-4.0 license,
re-used with permission [14].

2It is 3D hit reconstruction together with the radial coordinate of the stave. The stereo angle made by the front and the
“180� flipped” back sides is twice the rotation angle. The total number of modules, per “stave” or “petal”, is twice the
number of modules per side.

3The sensors are not rotated in the petal, unlike the stave case.

– 2 –

module orientation

Hybrid

Powerboard

9

Barrel detectors: Staves
• Modules are loaded in structure to form Staves 
• Staves consist of 28 modules in total, 14 on either side of the stave core 
• Modules are rotated by  to the stave axis to provide stereo 

information  
• The End of Substructure (EoS) facilitates the communication through the 

CERN developed ASICs: 
• lpGBT (Low Power GigaBit Transceiver, 65 nm CMOS ASIC)  
• VTRx+: fibre transmitter - receiver (  - )

26 mrad

10 Gb/s 2.5 Gb/s

Short Strip Module

Long Strip Module

Short Strip Stave

1.4 m

EoS

2023 JINST 18 T03008

26 milli-radian (mrad) to the stave axis for stereo hit reconstruction2 (figure 1(a)). A petal is made of
9 modules per side, with unique shapes of sensors in each radial extent from '0 to '5 (figure 1(b)),
with a rotation angle of 20 mrad to the radial axis of the sensor built in the strips.3 An expanded view
of endcap sensor (R0) is shown in figure 1(c) with the legends being defined in sections 2.2 and 2.3.

Type 3

14 modules

(a) A “Stave” with 14 barrel modules on either the front or back side in the barrel cylinder. Modules are
rotated by 26 mrad to the stave axis. Those triplet of fiducial markers, Type 3, are the stereo fiducial markers
(cf. figure 2(a)).

(b) A “Petal” with 9 endcap modules per
Petal side in the endcap disks. The rotation
angle of 20 mrad to the radial axis of the
sensor is built in the strips.

Type 1 

Type 3 

R0	

A	

B	C	

D	

a	

b	c	

d	
r_i	

r1	

r2	

r3	

R_i	

R_occ	

Row0	

Row1	

Row2	

Row3	

r_o	

(c) An expanded view of the inner-most R0 endcap
sensor. Sections 2.2 and 2.3 explain the features such
as Type 1 to Type 3 fiducial markers, corners (A-D,
a-d), radii (R_i, R_occ, r_i, r_o, etc.) and Rows (0-4).

Figure 1. Schematic views of (a) Stave, (b) Petal, and (c) R0 sensor. Copyright CERN CC-BY-4.0 license,
re-used with permission [14].

2It is 3D hit reconstruction together with the radial coordinate of the stave. The stereo angle made by the front and the
“180� flipped” back sides is twice the rotation angle. The total number of modules, per “stave” or “petal”, is twice the
number of modules per side.

3The sensors are not rotated in the petal, unlike the stave case.

– 2 –

module orientation

Hybrid

Powerboard

G
. I

ak
ov

id
is

, H
ST

D
13

ATLAS-PHYS-PUB-2021-024

https://indico.cern.ch/event/1184921/contributions/5574638/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2021-024/


R. Yohay Aspen Winter Conference 26 March 2024

ATLAS ITk
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Silicon Sensors

4 Dec 2023 HSTD13 - Vancouver (Canada) 8
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FBK sensor performance after irradiation to 1.0 and 1.9 1016neq/cm23D sensors

Planar sensors

Sensor production is in progress
• Following successful pre-production (10% of total) 
• Including qualification in beam tests 

and with irradiated samples

@HSTD13, see:
Christopher Krause “TB perf. of pixel detectors for the ITk Upgrade of the ATLAS exp”

Module Placement

4 Dec 2023 HSTD13 - Vancouver (Canada) 10

Outer Endcaps

Inner
System

Outer Barrel

3D singles (triplet), 
25x100μm2

100μm planar 
quads, 50x50μm2

3D singles (triplet), 
50x50μm2

150μm planar 
quads, 50x50μm2

Module type is region-dependent
• Innermost layer (“Layer 0”): 3D sensors

• Higher radiation tolerance
• Lower power consumption → easier servicing
• Pixel size 50x50 μm2 or 25x100 μm2

• Layer 1
• 100μm thick planar Si
• Pixel size 50x50 μm2

• Layers 2-4
• 150μm thick planar Si, 50x50 μm2 pixels

Innermost two layers will be replaced 
at half-lifetime (~2000 fb-1)

“Quad’ module
(4 FE chips)

3 Single-chip modules 
in a “triplet”
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• Common CMS-ATLAS RD53 pixel readout 
chip in 65 nm technology

• 3D pixel sensors in “layer 0” for extreme 
radiation hardness

• Shorter drift time ⇒ more charge 
collected before trapping ⇒ higher S/N

• Good performance up to 1.9 × 1016 neq/
cm2

• Sensors production ongoing, other module 
components in pre-production, with 
planned completion 2027

ITK-2022-005

S. Passaggio, HSTD13

S. Passaggio, HSTD13

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/ITK-2022-005/
https://indico.cern.ch/event/1184921/contributions/5574639/
https://indico.cern.ch/event/1184921/contributions/5574639/
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• 3D sensors in pixel layer 1, planar sensors 
elsewhere, as for ATLAS

• Tilted barrel section, like ATLAS, to 
minimize material and increase stub 
efficiency at high η

• Successful module prototyping will soon 
lead to pre-series orders

• Sensor production (long lead time) well 
underway

CMS tracker

20

CERN-LHCC-2017-009

▪ New tracker is composed of 7680 2S and 5616 PS modules, which
are assembled in three substructures:

− Tracker Barrel with PS modules (TBPS)
• Inner part of barrel with PS modules
• Horizontally arranged PS modules in central part
• Tilted modules in outer part for sufficient stub efficiency 

at large|𝜂| and less material

− Tracker Barrel with 2S modules (TB2S)
• Outer part of barrel with 2S modules mounted on ladders

− Tracker Endcap Double-Disc (TEDD): 
• PS and 2S modules mounted on discs
• Two discs forming one double disc, a hermetic detector plane
• Each TEDD consisting of five double discs

Integration of modules in the Outer Tracker

Nicolas Roewert - Design and construction of the CMS Outer Tracker for the HL-LHC Upgrade 7December 4, 2023

Quarter of the new CMS Outer Tracker

2S

PS

TBPS prototype rings and a model of the inner tilted section

TEDD
TB2S

TBPS

N. Roewert, HSTD13

20 Chapter 2. Overview of the Phase-2 Tracker Upgrade
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Figure 2.3: Sketch of one quarter of the tracker layout in r-z view. In the Inner Tracker the
green lines correspond to pixel modules made of two readout chips and the yellow lines to
pixel modules with four readout chips. In the Outer Tracker the blue and red lines represent
the two types of modules described in the text.

Figure 2.4: Average number of module layers traversed by particles, including both the Inner
Tracker (red) and the Outer Tracker (blue) modules, as well as the complete tracker (black). Par-
ticle trajectories are approximated by straight lines, using a flat distribution of primary vertices
within |z0| < 70 mm, and multiple scattering is not included.

The following section summarizes the main concepts and features of the upgraded tracking
system. One quarter of the Phase-2 tracker layout can be seen in Fig. 2.3. Figure 2.4 shows
the average number of active layers that are traversed by particles originating from the lumi-
nous region, for the complete tracker as well as for the Inner Tracker and the Outer Tracker
separately.

The number of layers has been optimised to ensure robust tracking, i.e. basically unaffected
performance when one detecting layer is lost in some parts of the rapidity acceptance. The six
layers of the Outer Tracker are the minimum required to ensure robust track finding at the L1
trigger in the rapidity acceptance of |h| < 2.4, as discussed in more details in Section 3.1.

▪ Development of 2S and PS modules for the Phase-2 Tracker Upgrade of CMS
− Each module is a functional unit
− Binary readout of hits in sensors
− Power supply via DC-DC conversion

▪ Stub mechanism contributing tracker data to L1 trigger at 40 MHz
▪ Precise assembly procedures necessary to ensure functionality of module
▪ Satisfying results with prototypes from tests in the lab and at test beams

▪ Outlook
− Continue extensive testing of recent prototypes
− Launch of pre-series production of parts at manufacturers
− Manufacturing of jigs at institutes for coming module production

Summary and outlook

December 4, 2023 Nicolas Roewert - Design and construction of the CMS Outer Tracker for the HL-LHC Upgrade 25

Assembly of 2S and PS modules on prototype dee structure

Four fully assembled 2S kick-off modules

N. Roewert, HSTD13

https://cds.cern.ch/record/2272264
https://indico.cern.ch/event/1184921/contributions/5596419/
https://indico.cern.ch/event/1184921/contributions/5596419/
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• Level-1 track trigger to enable vertex finding, 
particle flow, and pileup reduction at the 40 MHz 
interaction rate

• Double sided modules with tight tolerance on 
misalignment

• Carbon fiber (CF) reinforced polymer stiffeners 
with good thermal conductivity

• Al-CF spacers

• Binary strip readout, digitized pixel analog 
readout for better sensitivity to HSCPs

CMS tracker

21

2022 JINST 17 P06039

Figure 2. Diagram of stub formation in the PS module: high momentum particles (left) are less a�ected by
the 3.8 T magnetic field created by the CMS solenoid than a low momentum particle (right), whose trajectory
is significantly bent by the field. Simultaneous hits (or clusters of hits) recorded by the MPA and SSA only
form a stub if the hits in the SSA are within a programable fiducial region (shown in blue) of the short strip
sensor, seeded by the location of the hit in the macro-pixel sensor. Conceptually, the stub formation in the 2S
modules is similar to that for the PS module shown here.

Carbon Fiber
Stiffener

1.6, 2.6 or 4.0 mm spacings
16x Macro-Pixel ASICs

Macro-Pixel Sensor

Silicon Strip Sensor
Wire bonds

Wire bonds

8xSSAs

CIC

Spacer

Figure 3. (Top) Drawing of the exploded view of the PS module (updated from ref. [4]). Key components
are: the strip sensor (yellow), MPAs (grey) and the macro-pixel sensor in the central part of the module. The
strip sensor is wire-bonded to a hybrid and is read out by the SSAs, which are bump-bonded to the same
hybrid. (Bottom) Drawing showing the cross-sectional view of a PS module, including wire-bond connections,
supporting structures and the CIC which aggregates the returned data from 8 SSAs and 8 MPAs.

– 3 –
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6. Functional Tests of 2S Module Prototypes
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Fit result

p0 = 0.975 ± 0.001 (sys.) ± 0.001 (sta.)
p1 = 0.975 ± 0.001 (sys.) ± 0.001 (sta.)
p2 = [1.568 ± 0.003 (sys.) ± 0.001 (sta.)] GeV
p3 = [0.123 ± 0.002 (sys.) ± 0.001 (sta.)] GeV

5101540
angle |Ë| (¶)

Figure 6.30.: The rotation angles of the DUT can be converted into an equivalent transverse
momentum value for a 2S module at a radial distance R = 68.7 cm from the
interaction point. The upper x axis shows the corresponding angle setting. As
expected, the stub efficiency is zero for low transverse momenta and shows
a steep increase at pT ¥ 1.5 GeV. The error function fit yields a width of
p3 = 123 MeV. The error bars indicate the statistical uncertainties which lead
to a ‰2/#NDF of 106. The systematic errors are determined as described
previously for Figure 6.29.

the active thickness to 290 µm. The implant is marked as grey area in the sketch. The two
sensors are oriented back-to-back in the module with a spatial distance d measured between
the centers of the sensors active areas. Track trajectories are defined as straight lines identified
by an incidence position xseed on the top surface of the seed sensor and the track incidence
direction given by a normally distributed random variable with expectation value Ë and standard
deviation ‡Ë. By introducing a randomly varying tracking angle, the effect of multiple scattering
in the beam test can be simulated. The incidence position xseed is varied uniformly along the
top side of the seed sensor. To determine the charge signal generated in the silicon sensors, one
Landau distributed random number is created giving the average number of generated electron-
hole pairs per micrometer. Following [Har17], numbers above 500 are discarded resulting in
a distribution characterized by a most probable value of 76 and a mean of 108. The track
trajectory is divided into 1 µm long parts called tracklets. A charge signal with the value of
the Landau distributed random number is assigned to each tracklet. The tracklet charges are
assigned to the nearest readout strips using the charge sharing model characterized by the
weights

wleft = (1 ≠ x̃)p

(1 ≠ x̃)p + x̃p
and wright = x̃p

(1 ≠ x̃)p + x̃p
. (6.10)

The coordinate x̃ indicates the relative position in between two strip implants with x̃ = 0 being
the center of the left strip and x̃ = 1 being the center of the right strip. The charge sharing
parameter p is set to five [Mai19]. Figure 6.31b displays the two weights as a function of x̃. To
emulate the noise of the readout system, a random number is generated following a normal
distribution with a mean of 0 e− and a width of 1000 e−. This random number is added to the
strip charges. Afterwards, the binary readout is emulated by changing the hit information of
strips with a charge signal above a threshold of 6000 e− from zero to one. Directly neighbouring
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Φ = 4.6 × 1014 
neq/cm2

600 V bias
CBC3 chip

▪ Precise alignment of sensor pair is required for working stub logic 
− Rotational misalignment: < 400 µrad
− Offset parallel to strips: < 100 µm
− Offset perpendicular to strips: < 50 µm

▪ Production of special jigs featuring precision bolts and spring pushers
▪ All kick-off modules assembled with jigs well within specifications

Alignment of the sensor pair on 2S modules

December 4, 2023 Nicolas Roewert - Design and construction of the CMS Outer Tracker for the HL-LHC Upgrade 22

Kick-off module with assembled sensors in a jig produced by Fermilab

CMS private work

Misalignment (controlled by 
jigs like this one) well within 
tolerances for stub finding

N. Roewert, HSTD13
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• Upgrades to calorimeter and muon system 
front end electronics to be compatible with 
high rate trigger

• Goal of keeping physics object pT 
thresholds the same as currently

• Ability to use ML and PF in FPGA trigger 
boards

• Modern heterogeneous computing farms for 
software triggers

• Scouting for trigger monitoring and real-time 
analysis

Trigger and DAQ
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8 Chapter 1. Introduction and overview

Figure 1.3: Functional diagram of the CMS L1 Phase-2 upgraded trigger design. The Phase-2 L1
trigger receives inputs from the calorimeters, the muon spectrometers and the track finder. The
calorimeter trigger inputs include inputs from the barrel calorimeter (BC), the high-granularity
calorimeter (HGCAL) and the hadron forward calorimeter (HF). It is composed of a barrel
calorimeter trigger (BCT) and a global calorimeter trigger (GCT). The muon trigger receives in-
put from various detectors, including drift tubes (DT), resistive plate chambers (RPC), cathode
strip chambers (CSC), and gas electron multipliers (GEM). It is composed of a barrel layer-1
processor and muon track finders processing data from three separate pseudorapidity regions
and referred to as BMTF, OMTF and EMTF for barrel, overlap and endcap, respectively. The
muon track finders transmit their muon candidates to the global muon trigger (GMT), where
combination with tracking information is possible. The track finder (TF) provides tracks to
various parts of the design including the global track trigger (GTT). The correlator trigger (CT)
in the center (yellow area) is composed of two layers dedicated to particle-flow reconstruction.
All objects are sent to the global trigger (GT) issuing the final L1 trigger decision. External
triggers feeding into the GT are also shown (more in Section 2.6) including potential upscope
(mentioned as ”others”) such as inputs from the MTD. The dashed lines represent links that
could be potentially exploited (more details are provided in the text). The components under
development within the Phase-2 L1 trigger project are grouped in the same area (blue area).
The various levels of processing are indicated on the right: trigger primitives (TP), local and
global trigger reconstruction, particle-flow trigger reconstruction (PF) and global decision.

processors as part of the detector backend. The reconstructed track parameters and track re-
construction quality flags are provided to the trigger system to achieve precise vertex recon-
struction and matching with calorimeter and muon objects. This key feature maximizes the
trigger efficiency while keeping the trigger rate within the allowed budget. A global track trig-
ger (GTT) will be included, to reconstruct the primary vertices of the event along with tracker-
only based objects, such as jets and missing transverse momentum. The GTT can also be used

CERN-LHCC-2020-004
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Figure 5: Difference between the
reconstructed and simulated pri-
mary vertex I0 [4]

Figure 6: Root-mean square of
the I%+0 residual [4]

Figure 7: Vertex reconstruction
efficiency within 0.5 cm of the
simulated vertex [4]

(Figures 8 and 9). To increase the performance on displaced tracks, we developed a preliminary
GBDT with 150 trees and a maximum depth of 4 that is only trained on displaced tracks. This
GBDT has the same features as the classifier in Section 4 with the addition of a displacement
variable 30. Initial results show great improvement using a displaced-specific classifier.

Figure 8: Performance improvement classifying
displaced tracks using a displaced-specific GBDT

Figure 9: Performance of displaced-specific GBDT
along 30 with an average false positive rate = 0.15

6. Conclusion
In summary, the GBDT developed for determining the quality of the Level-1 Track Finder tracks
outperforms an older method and has been shown to improve the reconstruction of primary vertices.
Another GBDT specifically for displaced tracks has merit in long-lived particle analyses and is seen
to improve performance greatly over its prompt counterpart.
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Conclusions

• The HL-LHC will measure the Higgs couplings and details of electroweak 
symmetry breaking not currently accessible

• To collect ~10 times more data than the LHC in about the same wall clock 
time, significant detector upgrades are necessary to

• Effectively trigger on electroweak processes

• Survive the radiation environment

• Enormous progress has been made to design, prototype, and construct 
detectors that meet these challenges

23
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Backup
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CMS MTD

25

1.3. Considerations and requirements for the design of the MTD 9

Figure 1.6: A schematic view of the GEANT geometry of the timing layers implemented in
CMSSW [20] for simulation studies comprising a barrel layer (grey cylinder), at the interface
between the tracker and the ECAL, and two silicon endcap (orange and light violet discs) tim-
ing layers in front of the endcap calorimeter.

than the STAR-TOF and about 40% worse than the improved ALICE-TOF performance [19] out
to |y| < 0.9, where their coverage ends. More importantly, the wide acceptance of the MTD
provides CMS a unique PID coverage out to high rapidity.

Table 1.2: Summary of key parameters of the time-of-flight system for different experiments.

Experiment r sT r/sT (⇥100)
(m) (ps) (m ⇥ ps�1)

STAR-TOF 2.2 80 2.75
ALICE-TOF 3.7 56 6.6
CMS-MTD 1.16 30 3.87

1.3 Considerations and requirements for the design of the MTD
The design of the MTD is driven by scientific requirements which follow from the physics goals
of the HL-LHC program and engineering requirements and constraints. It must conform to the
requirements imposed on all detectors inside CMS, such as tolerance to magnetic fields and
robust mechanical design that can survive for the full duration of the HL-LHC program. The
need to fit within the existing CMS detector and conform to the HL-LHC upgrade schedule
puts many additional constraints on the MTD. These key requirements and constraints and
some conclusions that emerge from them are presented in this section.
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CMS MTD
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5.4. Physics impact examples 233
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Figure 5.30: Distribution of 1/b for DY+Jets events with and without the MTD and signal
events (left). ROC curve associated to the 1/b selection for the cases with and without MTD
(right).
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Figure 5.31: Reconstructed HSCP mass for different time resolutions.

prehensively studying a variety of charm (D0, Ds, L+
c ) and bottom (B, Bs, Lb) hadrons over a

pT range starting from 0 up to several hundred GeV. Furthermore, the CMS-MTD will enable
the study of heavy flavor production and dynamics over a wide rapidity range of at least 6
units. Such a unique capability in heavy ion physics can provide new constraints to the three-
dimensional hydrodynamic evolution of the QGP medium, and probe the initial strongest elec-
tric and magnetic fields predicted to be present in the QGP fluid.

To first demonstrate the improvement empowered by the PID capability of the MTD, Fig. 5.32
shows the ratios of background L+

c and D0 candidates, based on the generator level particles
by combining three or two tracks with proper charge signs, from minimum bias HYDJET PbPb
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CMS scouting system
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5.7. Scouting system 257

Run Control commands and will be integrated in the operation sequences of the experiment.
Note that since no back-pressure modulates the input traffic into the scouting system, if one
or more of the downstream components cannot keep up with the input throughput, data will
simply be lost.

Correlator

Trigger 

Global
Track   

Trigger

Global
Muon   
Trigger

Global Trigger

Global 
Calorimeter     

Trigger

Tracker    
Track 
Finders     

BM
U

EM
U

RCT 

EM
TF

OM
TF

BM
TF L1

sGS

sDS

sTS

sLS(mu)

sPS

sLS(calo)

BCAL 

HF 

HGCAL I/O nodes
Local processing
Transient short 
term storage

HP
C 

In
te

rc
on

ne
ct

(s
)

Di
st

rib
ut

ed
 (g

lo
ba

l) 
pr

oc
es

sin
g

M
ed

iu
m

-te
rm

 st
or

ag
e 

(x
DB

)
At

ta
ch

ed
st

or
ag

e
Q

ue
ry

 
Se

rv
ice

s

Figure 5.10: Principle architecture of the Phase-2 Level-1 including the 40 MHz scouting sys-
tem.

The output of the GT Final-OR, information on prescaling and other TCDS functions, as well
as external triggers status at the GT input, are captured in the scouting Decision System (sDS).
The output of the four global systems, GCT, GMT, GTT, and the Correlator Trigger (PFT), is
captured by the scouting Global System (sGS). The sDS and sGS constitute a first and inde-
pendent stage of the scouting (referred to as stage1 in the following), with relatively modest
throughput requirements, providing vital trigger diagnostic functionality for the GT and in-
teresting physics functionality. The sLS (scouting Local System) captures the output of the
local muon and regional barrel calorimeter triggers and the endcap calorimeter primitives. The
regional barrel and endcap calorimeter triggers, the barrel, overlap and endcap muon track
finder systems are all distinct and independent. As such, each of them can be included in the
scouting system as needed. The capture of cluster and trigger tower data from the endcap
calorimeter has throughput requirements similar to those of the scouting Track System (sTS),
which captures the output of the Level-1 track finder (TF). Collectively the sLS and sTS form
the second stage of the scouting system (referred to as stage2 in the following), with steps in
throughput and compute requirements of roughly a factor 3–4 between the sGS and sLS and
between the latter and the sTS. Capturing primitives from the endcap and barrel calorimeter
back-ends (sPS) involves throughput figures which are one order of magnitude larger than the
ones discussed so far. Making the case for such a system to be built is beyond the scope of the
Level-1 TDR and its discussion is therefore postponed for possible further evaluation at a later
time.

The capture of Level-1 intermediate data at the bunch-crossing rate has been demonstrated on

CERN-LHCC-2020-004

https://cds.cern.ch/record/2714892?ln=en


R. Yohay Aspen Winter Conference 26 March 2024

LHCb upgrades
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• Upgrade to handle increased luminosity in Run 3 
already active

• Highlights of Upgrade 1

• Triggerless system (no L1 hardware trigger, only 
GPU/CPU event builder and high level trigger)

• Real-time analysis: alignment and calibration applied 
at the HLT such that HLT objects are “offline” quality

• Triggers must be highly analysis specific to reduce 
enormous background of events with loosely 
identified B hadrons

• CO2 silicon microchannel cooling for the VELO which 
operates inside the beampipe (under vacuum) about 5 
mm from the beamline

LHCb upgrades
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Figure 1: LHCb upgrade dataflow focusing on the real-time aspects.
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Figure 2: LHCb upgrade dataflow focusing on the real-time aspects, in widescreen view.
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Figure 3: LHCb upgrade dataflow focusing on the real-time aspects, in widescreen view, without
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