
Strandard Model Benchmarks at the Tevatron and LHC
November 19-20, 2010 

Fermilab

Fabrizio Palla 
INFN - Pisa 

on behalf of the CMS Collaboration 1

Heavy Quark results from CMS



F. Palla - INFN Pisa CTEQ2010 - FNAL 19-20 Nov. 2010

2

• CMS integrated around 43 pb-1 by the end of the 2010 pp run with an overall data taking 
efficiency better than 90%

• LHC instantaneous pp luminosity already reached 2x1032 cm-2s-1

→ CMS trigger paths frequently upgraded, to keep a tolerable rate of stored events

• Low pT dimuon triggers in 2010 optimized for J/ψ and Upsilon 

L ≈ 2 x 1032 cm-2s-1 

The LHC accelerator

Analyses shown in this talk use only a fraction of this delivered luminosity

3



~76k scintillating PbWO4 crystals

Silicon strips
  ~16m2   ~137k channels

~13000 tonnes

MUON CHAMBERS 
Barrel:   250 Drift Tube & 480 Resistive Plate Chambers
Endcaps: 468 Cathode Strip & 432 Resistive Plate Chambers

STEEL RETURN YOKE 

HADRON CALORIMETER (HCAL)
Brass + plastic scintillator
~7k channels

SILICON TRACKER

FORWARD
CALORIMETER 

PRESHOWER

SUPERCONDUCTING
SOLENOID 

CRYSTAL ELECTROMAGNETIC
CALORIMETER (ECAL)

Total weight 
Overall diameter 
Overall length
Magnetic field

: 14000 tonnes
: 15.0 m
: 28.7 m
: 3.8 T

Niobium-titanium coil
carrying ~18000 A

Pixels (100 x 150 m2)
  ~1m2      ~66M channels
Microstrips (80-180 m)
  ~200m2   ~9.6M channels

Steel + quartz fibres
~2k channels

CMS Detector
Pixels
Tracker
ECAL
HCAL
Solenoid
Steel Yoke
Muons

B-hadron reconstruction mainly exploits
•Muon detectors for semileptonic decays, especially at low pT 
•Silicon Tracker detector for long lifetime and large mass reconstruction
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Di-lepton invariant mass

µ+µ- invariant mass e+e- invariant mass

■ Level-1 and HLT trigger capability and flexibility, allow to go down to 
rather low masses and pT, especially for low pT muon triggers, 
compatible with the (relatively) low instantaneous luminosities at LHC 
startup
◆ Stricter triggers now in place to limit storage rates.



F. Palla - INFN Pisa CTEQ2010 - FNAL 19-20 Nov. 2010

Muon identification

Global muon (outside-in):
starting  from a stand-alone muon
a matching tracker track is found and a 
global fit is performed combining hits 
from tracker and muon system.

High purity
Low efficiency  for low momentum muon

MUON SYSTEM

PIXELS +
TRACKER

CALORIMETERS

Global muon Tracker muon

Tracker muon (inside-out):
Tracker track (pt>0.5 GeV,p>2.5 GeV)
is extrapolated to the muon system 
(taking into account  energy loss, MS
uncertainty) at least one muon
segment matches track in position.

Fake muon level high
Higher efficiency low momentum muon
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• Two trigger levels

L1: hardware
muon system and 
calorimeters only

HLT: software
matching of  different 

sub-detectors. 
Fast local tracker 

reconstruction for muons

• Trigger requirements changing with 
increasing luminosity:
–  Single muons:

• pT > 3 GeV threshold at the startup

• Gradually increasing (pT > 7 GeV at L ~ 1031 
cm-2 s-1) 

– Double muons:
• L1 requirements only at the startup, no pT 

threshold (not prescaled until 1031 Hz cm-2)

• At L ~ 1031 cm-2 s-1 ad-hoc strategies 
adopted for quarkonia (combination of  L1 
and HLT muons, or HLT muon and track in 
specific invariant mass regions… etc.)

 allows to go down to 0 quarkonium 
pT in the forward region

Muon Triggers
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Muon reconstruction quality
Muons in min-bias events
CMS-PAS-MUO-10-002

Excellent performance thanks to early detector 
commissioning using cosmic muons in 2008 and 2009.

K misidentification from ϕ decays

12 5 Muon Identification Efficiency for Signal and Backgrounds
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Figure 8: The fraction of pions (top), kaons (center) or protons (bottom) that are mis-identified
as a Soft Muon (left), Global Muon (center), or Tight Muon (right), as a function of pseudo-
rapidity. Only particles with p > 3 GeV/c are included. The uncertainties indicated by the
error bars (data) and grey boxes (PYTHIA simulation) are statistical only.

this is mainly that Soft Muons require only a single muon chamber to be hit, in contrast to the
global muon approach which typically requires at least two matches. Finally, for protons the
probability to be reconstructed as a muon in the accessible momentum range is low, confirming
that punch-through is small and that the muon identification probability for pions and kaons is
dominated by decays-in-flight, in agreement with the prediction from simulation as discussed
in Sections 3 and 4.

Table 3 summarizes the observed mis-identification probabilities in data and simulation.

5.3 Example of estimation of inclusive muon rates with and without isolation

In this section we study the fraction of tracker tracks in QCD events that are reconstructed and
identified as a Tight Muon. This rate is meant to be used, for example, in Higgs analyses with

π misidentification from KS decays

Tracker muons Global muons

5.2 Muon identification probability for particles other than muons 11
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Figure 7: The fraction of pions (top), kaons (center) or protons (bottom) that are mis-identified

as a Soft Muon (left), Global Muon (center) or Tight Muon (right) as a function of momentum.

The uncertainties indicated by the error bars (data) and grey boxes (PYTHIA simulation) are

statistical only.

particles under study. The same method is applied to data and minimum-bias simulated

events.

The resulting muon mis-identification probabilities as a function of particle momentum and

pseudo-rapidity are shown in Figs. 7 and 8. As expected, these probabilities are found to be

independent, within statistical uncertainty, of the azimuthal angle and the decay length of the

mother particle. An interesting structure, well reproduced by simulation, is observed as a func-

tion of pseudo-rapidity and momentum. It is due to a combination of acceptance (a minimum

momentum is required to reach the muon system), the amount of material before the muon

system, and the distance available for pions and kaons to decay before reaching the calorime-

ter. At very low pT the muon mis-identification probability is lower for Global Muons than

for Soft Muons, while for a momentum of about 10 GeV/c they are similar. The reason for
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Muon efficiency using Tag&Probe
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10 5 Muon Identification Efficiency for Signal and Backgrounds
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Figure 6: Tag-and-probe results for the muon reconstruction efficiency in data compared to

simulation. Given that a tracker track exists (with a MIP signature), the plots show the effi-

ciency as a function of muon pT for Soft Muons (left), Global Muons (middle) and Tight Muons

(right) in the barrel (top) and endcaps (bottom).

pT range, tag-and-probe efficiencies estimated with a MIP requirement are systematically 1-

2% higher than without a MIP requirement (absolute difference in efficiency). This effect is

expected to cancel to first order in the data/simulation ratio.

Using the same technique, it is possible to measure the efficiency for the muon track in the sili-

con tracker to be reconstructed. In this case a standalone-muon track is used as a probe. Due to

the worse resolution for standalone-muon tracks, the mass peak is broader, but the background

is small. The invariant mass distribution and efficiency results are reported elsewhere [9] and

show that for muons of sufficient momentum to create a standalone muon, the efficiency is 99%

or higher in the entire acceptance |η| < 2.4 both in data and in simulation.

In Section 7, tag-and-probe results are shown for the trigger efficiency.

5.2 Muon identification probability for particles other than muons

One can obtain pure samples of kaons, pions, and protons from resonances of particle decays

such as KS
0 → π+π−, Λ → pπ−(and charge conjugate), and φ → K+K−. The resonances

are reconstructed using pairs of tracker tracks that match to a common decay vertex, with a

selection similar to the one described in Ref. [15]. In Λ decays, the highest momentum track is

assumed to be the proton. A data sample collected with a minimum bias trigger is used.

We then compute the fraction of events in which these tracks are identified as a Soft Muon,

Global Muon or Tight Muon as a function of several relevant track parameters. Bin-by-bin

background subtraction is performed to determine the muon identification probability for the

10 5 Muon Identification Efficiency for Signal and Backgrounds
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Figure 6: Tag-and-probe results for the muon reconstruction efficiency in data compared to

simulation. Given that a tracker track exists (with a MIP signature), the plots show the effi-

ciency as a function of muon pT for Soft Muons (left), Global Muons (middle) and Tight Muons

(right) in the barrel (top) and endcaps (bottom).

pT range, tag-and-probe efficiencies estimated with a MIP requirement are systematically 1-

2% higher than without a MIP requirement (absolute difference in efficiency). This effect is

expected to cancel to first order in the data/simulation ratio.

Using the same technique, it is possible to measure the efficiency for the muon track in the sili-

con tracker to be reconstructed. In this case a standalone-muon track is used as a probe. Due to

the worse resolution for standalone-muon tracks, the mass peak is broader, but the background

is small. The invariant mass distribution and efficiency results are reported elsewhere [9] and

show that for muons of sufficient momentum to create a standalone muon, the efficiency is 99%

or higher in the entire acceptance |η| < 2.4 both in data and in simulation.

In Section 7, tag-and-probe results are shown for the trigger efficiency.

5.2 Muon identification probability for particles other than muons

One can obtain pure samples of kaons, pions, and protons from resonances of particle decays

such as KS
0 → π+π−, Λ → pπ−(and charge conjugate), and φ → K+K−. The resonances

are reconstructed using pairs of tracker tracks that match to a common decay vertex, with a

selection similar to the one described in Ref. [15]. In Λ decays, the highest momentum track is

assumed to be the proton. A data sample collected with a minimum bias trigger is used.

We then compute the fraction of events in which these tracks are identified as a Soft Muon,

Global Muon or Tight Muon as a function of several relevant track parameters. Bin-by-bin

background subtraction is performed to determine the muon identification probability for the

µ-tag

µ-probe

J/ψ



■ Tracker performance well understood
◆ Performance in agreement with the 

simulation
◆ Excellent level of  detector alignment
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Tracker performance
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4 2 Primary Vertex Reconstruction

(a) (b)

(c)

Figure 2: Primary vertex resolution in x (a), y (b), and z (c) as a function of the number of tracks
for different average transverse momentum pT. The Pythia8 Tune 1 is used in the simulation.

ple the primary vertex efficiency from the fake rate of reconstructed tracks, we suppress fakes
by requiring all tracks to have a transverse momenta of 0.5 GeV.

In the split method, the tracks used in the primary vertex in an event are ordered first in de-
scending order of pT and then split into two different sets, with 2/3 (1/3) of the tracks assigned
to the tag (probe) track sets. The asymmetric splitting is used to increase the number of ver-
texes with low numbers of tracks. The tag and probe track sets are then fit independently with
the adaptive vertex fitter to extract the primary vertex reconstruction efficiency.

The efficiency is calculated by how often the probe vertex is matched to the original vertex
given that the tag vertex is reconstructed and matched to the original vertex. A tag or probe
vertex is considered to be matched to the original vertex if the tag or probe vertex position in
z is within 5σ from the original vertex. The σ is chosen to be the larger value of the vertex fit

CMS Tracker Alignment Jula Draeger

1. Strategy and Results of the CMS Tracker Alignment using first 7 TeV Data

The exact knowledge of the position of all 16588 silicon modules of the CMS tracking de-
tector [1] is essential for most physics analyses performed within the CMS collaboration. The
mounting and assembly precision can be further improved using the tracks itself. The module po-
sitions are determined by minimizing the overall !2 of the track fit, allowing the modules to be
shifted/rotated in all 6 degrees of freedom.Within the CMS collaboration, there are currently two
methods in use to solve the minimization problem: A global algorithm, called Millepede II [2],
reduces the matrix size of the minimization equation to the number of alignment parameters pre-
serving the module correlations. A local method, called Hit and Impact Point (HIP) [3], is pro-
viding a solution for each module and thus needs a large number of iterations, especially for large
misalignments.The alignment is started from a pre-aligned detector using data from cosmic rays
only [4]. A similar amount of data from cosmic rays as well as from collisions at a center of mass
energy of 7 TeV is used for alignment to profit optimally from both track topologies: long tracks
from cosmic rays connecting top and bottom part of the detector and minimum bias tracks which
are mainly illuminating the forward direction.

Data 7 TeV MC startup MC no
DMR misalignment

RMS [µm] RMS [µm] RMS [µm]
BPIX (u′) 1.6 3.1 0.9
BPIX (v′) 5.5 8.9 1.8
FPIX (u′) 5.7 10.7 2.5
FPIX (v′) 7.3 14.4 6.1
TIB (u′) 5.1 10.1 3.2
TOB (u′) 7.5 11.1 7.5
TID (u′) 4.0 10.4 2.4
TEC (u′) 10.1 22.1 2.9

Table 1: RMS of the distribution of the median of the resid-
uals on module level

The alignment results for data are compared
to the results from simulation: with no mis-
alignment and to the expected misalignment
at startup (MC startup), which is based on
an alignment using tracks from cosmic rays
only. As the residuals are dominated by ran-
dom effects (multiple scattering and hit er-
ror) the distribution of the median of the
residuals (DMR) is used to judge on the
quality of the alignment. The combination
of data from collisions and muons from cos-
mic rays clearly improves the alignment es-
pecially in the forward direction and in the
pixel.

To monitor the alignment quality in the pixel detector over time,
a primary vertex (PV) validation is used. An unbiased PV is
refitted using all tracks except one probe track. Residuals with
respect to the refitted PV are evaluated and finally plotted versus
the probe track parameters in different bins of " , # and the
transverse momentum to spot degradations of the alignment.
Figure 1 shows the distibution for data (red open circles) and
for an artificially distorted pixel geometry with the half barrels
moved apart by 60 micron (black solid dots).
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• Muons well within acceptance window

• Track quality: 
• number of hits in full tracker
• number of hits in pixel layers
• track fit χ2

• Muon quality: 
• fit χ2

• track-muon matching

• Di-muon vertex quality

• ~27000 events selected

CERN-PH-EP/2010-046 
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Submitted to EPJC
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• The acceptance is calculated by MC and depends on the assumed 
polarization scenario:

• isotropic
• extreme values of λθ (= ±1) in the helicity frame (along the Q momentum)
• extreme values of λθ (= ±1) in the Collins-Soper frame (along the collision axis)

• The efficiency is determined from data using a T&P approach

! 

d2"
dpTdy

# B(J /$ %µµ) =
N fit 

1
A& '

Ldt& (pT & (y)

8 5 Inclusive J/ψ cross section

Table 1: Uncorrected event yield (with its statistical error from the fit) in each pT bin, together with the
average acceptance times efficiency (computed in the unpolarized production scenario).

pJ/ψ
T ( GeV/c) Yield �1/(A�)�−1 pJ/ψ

T ( GeV/c) Yield �1/(A�)�−1

1.6 < |y| < 2.4
0.00 − 0.50 695.6 ± 40.7 0.075 ± 0.008

|y| < 1.2 0.50 − 0.75 829.3 ± 44.7 0.079 ± 0.010
6.5 − 8.0 726.5 ± 28.3 0.084 ± 0.005 0.75 − 1.00 1006.0 ± 48.8 0.078 ± 0.010
8.0 − 10.0 868.1 ± 30.7 0.178 ± 0.005 1.00 − 1.25 1216.8 ± 52.8 0.079 ± 0.010
10.0 − 12.0 513.2 ± 23.5 0.288 ± 0.008 1.25 − 1.50 1232.9 ± 53.7 0.077 ± 0.008
12.0 − 30.0 636.0 ± 26.1 0.405 ± 0.008 1.50 − 1.75 1252.9 ± 50.3 0.075 ± 0.008

1.75 − 2.00 1132.7 ± 57.5 0.074 ± 0.006
2.00 − 2.25 1122.7 ± 55.0 0.071 ± 0.006

1.2 < |y| < 1.6 2.25 − 2.50 899.9 ± 39.4 0.074 ± 0.006
2.0 − 3.5 414.9 ± 38.0 0.016 ± 0.001 2.50 − 2.75 903.3 ± 72.4 0.075 ± 0.004
3.5 − 4.5 401.7 ± 23.2 0.035 ± 0.004 2.75 − 3.00 757.6 ± 36.2 0.077 ± 0.005
4.5 − 5.5 618.9 ± 28.9 0.086 ± 0.004 3.00 − 3.25 756.1 ± 35.7 0.082 ± 0.005
5.5 − 6.5 690.9 ± 34.0 0.167 ± 0.005 3.25 − 3.50 703.6 ± 33.6 0.084 ± 0.004
6.5 − 8.0 712.0 ± 28.0 0.247 ± 0.006 3.50 − 4.00 1150.2 ± 40.0 0.092 ± 0.005
8.0 − 10.0 463.7 ± 23.3 0.334 ± 0.009 4.00 − 4.50 991.8 ± 35.8 0.100 ± 0.004
10.0 − 30.0 406.2 ± 22.4 0.445 ± 0.010 4.50 − 5.50 1441.4 ± 42.6 0.117 ± 0.005

5.50 − 6.50 993.0 ± 34.7 0.157 ± 0.008
6.50 − 8.00 900.6 ± 35.1 0.193 ± 0.008
8.00 − 10.00 604.3 ± 26.8 0.250 ± 0.007
10.00 − 30.00 462.6 ± 23.6 0.309 ± 0.010

Table 2: Relative systematic uncertainties on the corrected yield for different J/ψ rapidity bins. The
variation range over the different pT bins is given. In general, uncertainties depend only weakly on the
pT values, except for the fit function systematic uncertainty, which decreases with increasing pT due to
the better purity of the signal. The large excursion of the muon efficiency systematic uncertainty reflects
changes in the event yield and in the signal purity among the pT bins.

Affected quantity Source Relative error (%)
|y| < 1.2 1.2 < |y| < 1.6 1.6 < |y| < 2.4

Acceptance FSR 0.8 − 2.5 0.3 − 1.6 0.0 − 0.9
pT calibration and resolution 1.0 − 2.5 0.8 − 1.2 0.1 − 1.0
Kinematical distributions 0.3 − 0.8 0.6 − 2.6 0.9 − 3.1
b-hadron fraction and polarization 1.9 − 3.1 0.5 − 1.2 0.2 − 3.0

Efficiency Muon efficiency 1.9 − 5.1 2.3 − 12.2 2.7 − 9.2
ρ factor 0.5 − 0.9 0.6 − 8.1 0.2 − 7.1

Yields Fit function 0.6 − 1.1 0.4 − 5.3 0.3 − 8.8

common to all bins. Table 3 reports the values of the resulting J/ψ differential cross section, for
different polarization scenarios: unpolarized, full longitudinal polarization and full transverse
polarization in the Collins-Soper or the helicity frames [7].

Figure 3 shows the inclusive differential cross section d2σ
dpTdy · BR(J/ψ → µ+µ−) in the three

rapidity ranges, showing statistical and systematic uncertainties, except the luminosity uncer-
tainty, added in quadrature. It should be noted that the first bin in the forward rapidity region
extends down to zero J/ψ pT.

The total cross section for inclusive J/ψ production, obtained by integrating over pT between
6.5 and 30 GeV/c and over rapidity between −2.4 and 2.4, in the unpolarized production hy-

Null polarization scenario
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Figure 3: Differential inclusive J/ψ cross section as a function of pT for the three different ra-
pidity intervals and in the unpolarized production scenario. The errors on the ordinate values
are the statistical and systematic errors added in quadrature. The 11% uncertainty due to the
luminosity determination is not shown and is common to all bins.

pothesis, gives

σ(pp → J/ψ + X) · BR(J/ψ → µ+µ−) = 97.5 ± 1.5(stat) ± 3.4(syst) ± 10.7(luminosity) nb. (6)

6 Fraction of J/ψ from b-hadron decays
The measurement of the fraction of J/ψ yield coming from b-hadron decays relies on the dis-
crimination of the J/ψ mesons produced away from the pp collision vertex, determined by the
distance between the dimuon vertex and the primary vertex in the plane orthogonal to the
beam line.

The primary vertices in the event are found by performing a common fit to tracks for which the
points of closest approach to the beam axis are clustered in z, excluding the two muons forming
the J/ψ candidate and using adaptive weights to avoid biases from displaced secondary ver-
tices. Given the presence of pile-up, the primary vertex in the event is not unique. According
to Monte Carlo simulation studies, the best assignment of the primary vertex is achieved by
selecting the one closest in the z coordinate to the dimuon vertex.

4.1 Acceptance 5

as to guarantee a single-muon detection probability exceeding about 10%:

pµ
T > 3.3 GeV/c for |ηµ| < 1.3 ;

pµ > 2.9 GeV/c for 1.3 < |ηµ| < 2.2 ;
pµ

T > 2.4 GeV/c for 2.2 < |ηµ| < 2.4 .

To compute the acceptance, J/ψ events are generated with no cut on pT and within a rapidity
region extending beyond the muon detector’s coverage.

The acceptance as a function of pT and |y| is shown in the left plot of Fig. 2 for the combined
prompt and non-prompt J/ψ mesons, with the prompt component decaying isotropically, cor-
responding to unpolarized production. The right plot of Fig. 2 displays the pT and |y| distri-
bution of muon pairs measured with an invariant mass within ± 100 MeV/c2 of the known
J/ψ mass [27].
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Figure 2: Left: Acceptance as a function of the J/ψ pT and rapidity. Right: Number of muon
pairs within ± 100 MeV/c2 of the nominal J/ψ mass, in bins of pT and |y|.

Systematic uncertainties on the acceptance have been investigated, as described in the follow-
ing paragraphs.

• Final-state radiation. At the generator level, the dimuon momentum may differ
from the J/ψ momentum, due to final-state radiation (FSR). The difference between
the acceptance computed using the dimuon system or the J/ψ variables in Eq. 2 is
taken as a systematic uncertainty.

• Kinematical distributions. Different spectra of the generated J/ψ might produce
different acceptances. The difference between using the Pythia spectra and other
theoretical calculations (mentioned in Section 7) is taken as a systematic uncertainty.

• b-hadron fraction and polarization. The J/ψ mesons produced in b-hadron decays
can, in principle, have a different acceptance with respect to the prompt ones, due
to their different momentum spectra, leading to an uncertainty coming from the un-
known proportion of b hadrons in the inclusive sample. This fraction has been var-
ied in the Monte Carlo simulation by 20%, the average accuracy of the measurement
performed here (presented in Section 6); the difference between the two acceptances
is taken as an estimate of this uncertainty. For non-prompt J/ψ mesons the b-hadron
events are generated with the J/ψ polarization as measured by the BaBar experi-
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6.1 Separating prompt and non-prompt J/ψ252

As an estimate of the b-hadron proper decay length, the quantity �J/ψ = Lxy · mJ/ψ/pT is com-
puted for each J/ψ candidate, where mJ/ψ is the J/ψ mass [27] and Lxy is the most probable
transverse decay length in the laboratory frame [31, 32]. Lxy is defined as

Lxy =
uTσ−1x
uTσ−1u

, (7)

where x is the vector joining the vertex of the two muons and the primary vertex of the event,253

in the transverse plane, u is the unit vector of the J/ψ pT, and σ is the sum of the primary and254

secondary vertex covariance matrices.255

To determine the fraction fB of J/ψ mesons from b-hadron decays in the data, we perform an
unbinned maximum-likelihood fit in each pT and rapidity bin. The dimuon mass spectrum and
the �J/ψ distribution are simultaneously fit by a log-likelihood function,

ln L =
N

∑
i=1

ln F(�J/ψ, mµµ) , (8)

where N is the total number of events and mµµ is the invariant mass of the muon pair. The
expression for F(�J/ψ, mµµ) is

F(�J/ψ, mµµ) = fSig · FSig(�J/ψ) · MSig(mµµ) + (1− fSig) · FBkg(�J/ψ) · MBkg(mµµ) , (9)

where:256

• fSig is the fraction of events attributed to J/ψ sources coming from both prompt and257

non-prompt components;258

• MSig(mµµ) and MBkg(mµµ) are functional forms describing the invariant dimuon259

mass distributions for the signal and background, respectively, as detailed in Sec-260

tion 5.1;261

• FSig(�J/ψ) and FBkg(�J/ψ) are functional forms describing the �J/ψ distribution for the262

signal and background, respectively.263

The signal part is given by a sum of prompt and non-prompt components,

FSig(�J/ψ) = fB · FB(�J/ψ) + (1− fB) · Fp(�J/ψ) , (10)

where fB is the fraction of J/ψ from b-hadron decays, and Fp(�J/ψ) and FB(�J/ψ) are264

the �J/ψ distributions for prompt and non-prompt J/ψ, respectively.265

As �J/ψ should be zero in an ideal detector for prompt events, Fp(�J/ψ) is described266

simply by a resolution function. The core of the resolution function is taken to be a267

double-Gaussian and its parameters are allowed to float in the nominal fit. Since �J/ψ268

depends on the position of the primary vertex, an additional Gaussian component269

is added, to take into account possible wrong assignments of the primary vertex; its270

parameters are fixed from the Monte Carlo simulation.271

The �J/ψ shape of the non-prompt component in Eq. 10 is given by convolving the272

same resolution function with the true �J/ψ distribution of the J/ψ from long-lived b273

hadrons, as given by the Monte Carlo simulation.274
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Pseudo proper decay length

• Decay length parameterization :
• Prompt :  δ-function
• Non-prompt :  MC templates

all convoluted with a 3-Gaussian resolution

14 6 Fraction of J/ψ from b-hadron decays

6.1.1 Systematic uncertainties affecting the b-fraction result

Several sources of systematic uncertainty have been addressed and are described in the follow-
ing lines.

• Residual misalignments in the tracker. The effect of uncertainties in the measured
misalignment of the tracker modules is estimated by reconstructing the data several
times using different sets of alignment constants. These sets reflect the uncertainty in
the constants and, in particular, explore possible deformations of the tracker which
are poorly constrained by the data [22]. The largest difference between the results
with the nominal set of constants and with these sets is taken as a systematic uncer-
tainty.

• b-hadron lifetime model. In an alternative approach, �J/ψ is described by a convolu-
tion of an exponential decay with a Gaussian function, which describes the smearing
due to the relative motion of the J/ψ with respect to the parent b hadron. The differ-
ence between the nominal Monte Carlo template model and this alternative is taken
as a systematic uncertainty.

• Primary vertex estimation. In an alternative approach, the beam spot as calculated
on a run-by-run basis is chosen as the primary vertex in calculating �J/ψ, and the fit
is repeated. The difference is taken as a systematic uncertainty.

• Background. The background is fitted using only the sidebands and the result is
used as input to the fit in the signal region. The effect of a ± 100 MeV/c2 variation
in the sideband boundaries is taken as a systematic uncertainty.

• �J/ψ resolution model. The nominal (triple-Gaussian) fit model for the decay length
resolution is compared to a model using two Gaussians only, fixing the “additional”
Gaussian to be zero. The difference is taken as a systematic uncertainty.

• Different prompt and non-prompt efficiencies. The Monte Carlo simulation pre-
dicts small differences between the prompt and non-prompt J/ψ efficiencies. These
are taken into account and the relative difference assumed as a systematic uncer-
tainty.

A summary of all systematic effects and their importance is given in Table 5.

Table 5: Summary of relative systematic uncertainties in the b-fraction yield (in %). The vari-
ation range over the different pT bins is given in the three rapidity regions. In general, uncer-
tainties are pT-dependent and decrease with increasing pT.

|y| < 1.2 1.2 < |y| < 1.6 1.6 < |y| < 2.4
Tracker misalignment 0.5 − 0.7 0.9 − 4.6 0.7 − 9.1
b-lifetime model 0.0 − 0.1 0.5 − 4.8 0.5 − 11.2
Vertex estimation 0.3 1.0 − 12.3 0.9 − 65.8
Background fit 0.1 − 4.7 0.5 − 9.5 0.2 − 14.8
Resolution model 0.8 − 2.8 1.3 − 13.0 0.4 − 30.2
Efficiency 0.1 − 1.1 0.3 − 1.3 0.2 − 2.4

6.1.2 Prompt and non-prompt J/ψ production cross sections

The prompt J/ψ cross section and the cross section from b-hadron decays, together with their
statistical and systematic uncertainties, are given in Tables 6 and 7, respectively, for the different
polarization scenarios considered in Section 5.

The total cross section for prompt J/ψ production times BR(J/ψ → µ+µ−), for the unpolarized

Primary vertex

u = pT/|pT|
x = SVxy - PVxy

Secondary vertex

Decay length lxy resolutions depend on the pT and
mildly on the rapidity
pT (J/Psi) 0-2 GeV/c     ~250 µm 
pT (J/Psi) 10-30 GeV/c ~35 µm

relative error (in %)
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As an estimate of the b-hadron proper decay length, the quantity �J/ψ = Lxy · mJ/ψ/pT is com-
puted for each J/ψ candidate, where mJ/ψ is the J/ψ mass [27] and Lxy is the most probable
transverse decay length in the laboratory frame [31, 32]. Lxy is defined as

Lxy =
uTσ−1x
uTσ−1u

, (7)

where x is the vector joining the vertex of the two muons and the primary vertex of the event,253

in the transverse plane, u is the unit vector of the J/ψ pT, and σ is the sum of the primary and254

secondary vertex covariance matrices.255

To determine the fraction fB of J/ψ mesons from b-hadron decays in the data, we perform an
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6.1.1 Systematic uncertainties affecting the b-fraction result

Several sources of systematic uncertainty have been addressed and are described in the follow-
ing lines.

• Residual misalignments in the tracker. The effect of uncertainties in the measured
misalignment of the tracker modules is estimated by reconstructing the data several
times using different sets of alignment constants. These sets reflect the uncertainty in
the constants and, in particular, explore possible deformations of the tracker which
are poorly constrained by the data [22]. The largest difference between the results
with the nominal set of constants and with these sets is taken as a systematic uncer-
tainty.

• b-hadron lifetime model. In an alternative approach, �J/ψ is described by a convolu-
tion of an exponential decay with a Gaussian function, which describes the smearing
due to the relative motion of the J/ψ with respect to the parent b hadron. The differ-
ence between the nominal Monte Carlo template model and this alternative is taken
as a systematic uncertainty.

• Primary vertex estimation. In an alternative approach, the beam spot as calculated
on a run-by-run basis is chosen as the primary vertex in calculating �J/ψ, and the fit
is repeated. The difference is taken as a systematic uncertainty.

• Background. The background is fitted using only the sidebands and the result is
used as input to the fit in the signal region. The effect of a ± 100 MeV/c2 variation
in the sideband boundaries is taken as a systematic uncertainty.

• �J/ψ resolution model. The nominal (triple-Gaussian) fit model for the decay length
resolution is compared to a model using two Gaussians only, fixing the “additional”
Gaussian to be zero. The difference is taken as a systematic uncertainty.

• Different prompt and non-prompt efficiencies. The Monte Carlo simulation pre-
dicts small differences between the prompt and non-prompt J/ψ efficiencies. These
are taken into account and the relative difference assumed as a systematic uncer-
tainty.

A summary of all systematic effects and their importance is given in Table 5.

Table 5: Summary of relative systematic uncertainties in the b-fraction yield (in %). The vari-
ation range over the different pT bins is given in the three rapidity regions. In general, uncer-
tainties are pT-dependent and decrease with increasing pT.

|y| < 1.2 1.2 < |y| < 1.6 1.6 < |y| < 2.4
Tracker misalignment 0.5 − 0.7 0.9 − 4.6 0.7 − 9.1
b-lifetime model 0.0 − 0.1 0.5 − 4.8 0.5 − 11.2
Vertex estimation 0.3 1.0 − 12.3 0.9 − 65.8
Background fit 0.1 − 4.7 0.5 − 9.5 0.2 − 14.8
Resolution model 0.8 − 2.8 1.3 − 13.0 0.4 − 30.2
Efficiency 0.1 − 1.1 0.3 − 1.3 0.2 − 2.4

6.1.2 Prompt and non-prompt J/ψ production cross sections

The prompt J/ψ cross section and the cross section from b-hadron decays, together with their
statistical and systematic uncertainties, are given in Tables 6 and 7, respectively, for the different
polarization scenarios considered in Section 5.

The total cross section for prompt J/ψ production times BR(J/ψ → µ+µ−), for the unpolarized

relative error (in %)
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Figure 6: Differential prompt J/ψ production cross section, as a function of pT for the three different
rapidity intervals. The data points are compared with three different models, using the PYTHIA curve
to calculate the abscissa where they are plotted [48].

decays, for 6.5 < pT < 30 GeV/c and |y| < 2.4, is

σ(pp → bX → J/ψX) · BR(J/ψ → µ+µ−) = 26.0± 1.4 (stat)± 1.6 (syst)± 2.9 (luminosity) nb .

The differential prompt and non-prompt measurements have been compared with theoretical
calculations. A reasonable agreement is found between data and theory for the non-prompt
case while the measured prompt J/ψ cross section exceeds the expectations at forward rapidity
and low pT.
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The ϒ (nS) family
• Similar selection of J/psi
• Efficiencies from data (T&P)
• Yields: MLL fit (3CB+ Linear)
• Leading systematic from efficiency
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Figure 6: Υ(nS) differential cross section in the rapidity interval |yΥ| : (0, 2) (top left), and
in the rapidity intervals |yΥ|: (0,1) and (1,2) for the Υ(1S) (top right), Υ(2S) (botttom left) and
Υ(3S) (bottom right).

(7.49 ± 0.13+0.67
−0.49 ± 0.82) nb, where the first uncertainty is statistical, the second is systematic309

and the third is associated with the estimation of the integrated luminosity of the data sample.310

This cross section is more than five times larger than at the Tevatron. The Υ(2S) and Υ(3S) in-311

tegrated cross sections and the Υ(1S), Υ(2S), and Υ(3S) differential cross sections in transverse312

momentum in two regions of rapidity have also been determined. The differential cross section313

measurements have been compared to previous measurements and to theory. Finally the cross314

section ratios of the three Υ(nS) have been measured.315

The dominant sources of systematic uncertainty on the cross section measurement arise from316

the T&P determination of the efficiencies, and from the luminosity normalization. These will317

be reduced with additional data. The cross sections obtained in this work assume unpolarized318

Υ(nS) production. The Υ(nS) production polarization is unknown. Assuming fully transverse319

or fully longitudinal polarization changes the cross section by about 20%. As the data sample320

grows, it will become possible to measure the Υ(nS) polarization and re-evaluate the corre-321

sponding cross section.322
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pidity range |y| < 2, and a comparison to previous measurements; Υ(1S) (left), Υ(2S) (middle)
and Υ(3S) (right).
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Quarkonia to electrons
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B± exclusive decays
■ B± → J/ψ K±

◆ Analysis will benefit of  the huge statistics from the 2010 run
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Bs→J/ψ ϕ
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Semileptonic decays
■ Exploit kinematics of  semi-leptonic decay due to heavy quark mass

◆ Muon transverse momentum w.r.t. jet on average larger for b-quark
◆ Fraction of  events with b-decays extracted from a fit with simulated pT

rel templates

20
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4 4 Data Selection and Analysis
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Figure 1: (a) Distribution of the muon transverse momentum prel

⊥ with respect to the closest

track jet in MC simulation. (b) prel

⊥ distribution in data and results of the maximum likelihood

fit. The red dashed and the blue dotted line are the b- and cudsg-templates, respectively. The

black full circles correspond to the data distribution, while the black line is the result of the

fitting procedure.

binning in muon transverse momentum or pseudorapidity) and for each bin in muon trans-

verse momentum and pseudorapidity. Since the shape of the prel

⊥ distribution in cc- and light-

quark/gluon (udsg) events cannot be distinguished by the fit, the two background compo-

nents are combined and a fit discriminating the signal component against a single background

component is implemented. The c-background template is determined from MC simulation.

The template of the udsg background is dominated by hadrons misidentified as muons (fake

muons, mostly from hadron in-flight decays) and is determined in data with the hadron spec-

trum and the muon fake probability. Hadrons satisfying all muon track selection criteria (ex-

cept for muon identification) are weighed with the muon fake probability and used instead of

muons to determine the prel

⊥ template. The muon fake probability is taken from MC simulation,

as the current data sample size does not allow a precise determination of this quantity.

The fit finds the scale factor αb between the number of selected b-events in data and the number

of selected b-events in the MC simulated event sample, i.e.,

Ndata

b = αb · NMC

b .

The result of the fit in the full sample is displayed in Fig. 1 (b). Extensive tests to validate the

fitting procedure were performed [28] with repeated fits of MC pseudo-experiments obtained

by appropriate random variations. A satisfactory performance of the fit was observed: the fit

result does not show a significant bias and the errors are properly calculated by the fitter. The

stability of the fit was successfully tested by performing repeated fits with varied binning.

Trigger: pTm>3 GeV
Offline: pTm>6 GeV

|hm|<2.1
12 hits in Tracker

|z0|<20cm

Tracks 
with pT>300 MeV

clustered
with anti-kT, R=-0.5

ETjet>1 GeV
(excluding muon)

B-hadron

[CMS PAS BPH-10-007]
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Cross section calculation
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4 4 Data Selection and Analysis
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The fit finds the scale factor αb between the number of selected b-events in data and the number

of selected b-events in the MC simulated event sample, i.e.,
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b = αb · NMC
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The result of the fit in the full sample is displayed in Fig. 1 (b). Extensive tests to validate the

fitting procedure were performed [28] with repeated fits of MC pseudo-experiments obtained

by appropriate random variations. A satisfactory performance of the fit was observed: the fit

result does not show a significant bias and the errors are properly calculated by the fitter. The

stability of the fit was successfully tested by performing repeated fits with varied binning.

b-quark templates from MC,
validated with b-enriched data 
sample

Combination of templates 
from light quarks/gluons 
in-flight decays and charm 
decays.

Template from misidentified
hadrons validated with data 5

5 Results
The inclusive b-quark production cross section σ is calculated according to

σ ≡ σ(pp → b + X → µ + X�, pµ
⊥ > 6 GeV, |ηµ| < 2.1) =

Ndata
b
L ε

.

The efficiency ε includes the trigger efficiency (82 %), the muon reconstruction efficiency (97 %),
and the efficiency for associating a track jet to the reconstructed muon (77 %). The trigger
efficiency is determined from data, the other two efficiencies are taken from MC simulation.

The result of the inclusive b-quark production cross section within the kinematic range is

σ = (1.48± 0.04stat ± 0.22syst ± 0.16lumi) µb.

The systematic error is discussed in the following section. For comparison, the inclusive b-
quark production cross section predicted by PYTHIA and MC@NLO are:

σPYTHIA = 1.8 µb,
σMC@NLO = [0.84+0.36

−0.19(scale)± 0.08(mb)± 0.04(pdf)] µb.

The error for MC@NLO is obtained by changing the QCD renormalization and factorization
scales independently from half to twice their default values within a ‘fiducial’ volume as in
Ref. [29]. The massive HERWIG calculation agrees with the MC@NLO prediction within the
theorectical uncertainties.

The results of the differential b-quark production cross section as a function of the muon trans-
verse momentum and of the pseudorapidity are shown in Fig. 2 and summarized in Tables 1
and 2. The templates for the fraction fit are determined separately for each bin. While the prel

⊥
distributions are similar in all bins of muon pseudorapidity, a shift to higher prel

⊥ values is ob-
served in the bins corresponding to higher muon transverse momenta. The differential cross
section is calculated from

dσ(pp → b + X → µ + X�)
dx

����
bin i

=
Ni,data

b
L εi ∆xi ,

where x stands for the muon transverse momentum or the muon pseudorapidity, and ∆xi de-
notes the width of bin i. The number Ni,data

b of selected b events in data and the efficiency ε i are
determined separately for each bin. The integral of the differential cross section is consistent
with the cross section determined for the full sample.

6 Systematics
The systematic errors of this analysis are dominated by the description of the udsg background
and of the underlying event. The modeling of b-quark production, semileptonic b-hadron de-
cays, and the signal efficiency is better understood and has less impact on the systematic error.
Table 3 summarizes the systematic errors.

Cross section definition

fb from fit
(44±1)%

Efficiencies (e):
Muon trigger ~82% (Data)

Muon reconstruction ~97% (MC)
Muon-jet association ~77% (MC)

Luminosity (L): 8.1 nb-1

[CMS PAS BPH-10-007]
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Differential cross sections
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6 6 Systematics
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Figure 2: Differential cross section (a) dσ
dpµ

⊥
(pp → b + X → µ + X�, |ηµ| < 2.1), and (b)

dσ
dηµ (pp → b + X → µ + X�, pµ

⊥ > 6 GeV). The points with error bars are the CMS measure-
ments. The horizontal bars indicate the bin width. The yellow band shows the quadratic sum
of statistical and systematic errors. The systematic error (11 %) of the luminosity measurement
is not included. The dashed red lines illustrate the MC@NLO theoretical uncertainty as de-
scribed in the text. The solid green line shows the PYTHIA result.

Table 1: Differential b-quark cross section dσ/dpµ
⊥ for |ηµ| < 2.1 in bins of muon transverse

momentum. The number of b-events (Nb) determined by the fit, the efficiency (ε) of the online
and offline event selection, and the differential cross section together with its relative statistical,
systematic, and luminosity uncertainty are given.

pµ
⊥ Nb ε dσ/dpT [nb/GeV] stat sys lumi

6-7 GeV 2897 ± 140 0.56 ± 0.01 640 5% 15% 11%
7-8 GeV 1479 ± 96 0.61 ± 0.01 297 7% 15% 11%
8-10 GeV 1674 ± 93 0.67 ± 0.01 154 6% 14% 11%
10-12 GeV 771 ± 58 0.69 ± 0.02 68 7% 12% 11%
12-14 GeV 282 ± 38 0.76 ± 0.02 23 14% 13% 11%
14-16 GeV 135 ± 27 0.73 ± 0.04 11 20% 14% 11%
16-20 GeV 131 ± 25 0.78 ± 0.04 5.2 19% 12% 11%
20-30 GeV 102 ± 20 0.77 ± 0.04 1.6 19% 11% 11%

The muon trigger efficiency [30] has been determined from data in minimum bias events. The
statistical uncertainty on the trigger efficiency amounts to 3–5 %, depending on the muon trans-
verse momentum and pseudorapidity, and is taken as a systematic uncertainty. The muon
reconstruction efficiency is known to a precision of 3 %.

The tracking efficiency for hadrons is known with a precision of 4 % [31]. This induces a sys-
tematic uncertainty of 2% on the number of events passing the event selection. The uncertainty
in the tracking efficiency affects the b-fraction in the fit by about 1 %.
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of statistical and systematic errors. The systematic error (11 %) of the luminosity measurement
is not included. The dashed red lines illustrate the MC@NLO theoretical uncertainty as de-
scribed in the text. The solid green line shows the PYTHIA result.

Table 1: Differential b-quark cross section dσ/dpµ
⊥ for |ηµ| < 2.1 in bins of muon transverse

momentum. The number of b-events (Nb) determined by the fit, the efficiency (ε) of the online
and offline event selection, and the differential cross section together with its relative statistical,
systematic, and luminosity uncertainty are given.

pµ
⊥ Nb ε dσ/dpT [nb/GeV] stat sys lumi

6-7 GeV 2897 ± 140 0.56 ± 0.01 640 5% 15% 11%
7-8 GeV 1479 ± 96 0.61 ± 0.01 297 7% 15% 11%
8-10 GeV 1674 ± 93 0.67 ± 0.01 154 6% 14% 11%
10-12 GeV 771 ± 58 0.69 ± 0.02 68 7% 12% 11%
12-14 GeV 282 ± 38 0.76 ± 0.02 23 14% 13% 11%
14-16 GeV 135 ± 27 0.73 ± 0.04 11 20% 14% 11%
16-20 GeV 131 ± 25 0.78 ± 0.04 5.2 19% 12% 11%
20-30 GeV 102 ± 20 0.77 ± 0.04 1.6 19% 11% 11%

The muon trigger efficiency [30] has been determined from data in minimum bias events. The
statistical uncertainty on the trigger efficiency amounts to 3–5 %, depending on the muon trans-
verse momentum and pseudorapidity, and is taken as a systematic uncertainty. The muon
reconstruction efficiency is known to a precision of 3 %.

The tracking efficiency for hadrons is known with a precision of 4 % [31]. This induces a sys-
tematic uncertainty of 2% on the number of events passing the event selection. The uncertainty
in the tracking efficiency affects the b-fraction in the fit by about 1 %.
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5 Results
The inclusive b-quark production cross section σ is calculated according to

σ ≡ σ(pp → b + X → µ + X�, pµ
⊥ > 6 GeV, |ηµ| < 2.1) =

Ndata
b
L ε

.

The efficiency ε includes the trigger efficiency (82 %), the muon reconstruction efficiency (97 %),
and the efficiency for associating a track jet to the reconstructed muon (77 %). The trigger
efficiency is determined from data, the other two efficiencies are taken from MC simulation.

The result of the inclusive b-quark production cross section within the kinematic range is

σ = (1.48± 0.04stat ± 0.22syst ± 0.16lumi) µb.

The systematic error is discussed in the following section. For comparison, the inclusive b-
quark production cross section predicted by PYTHIA and MC@NLO are:

σPYTHIA = 1.8 µb,
σMC@NLO = [0.84+0.36

−0.19(scale)± 0.08(mb)± 0.04(pdf)] µb.

The error for MC@NLO is obtained by changing the QCD renormalization and factorization
scales independently from half to twice their default values within a ‘fiducial’ volume as in
Ref. [29]. The massive HERWIG calculation agrees with the MC@NLO prediction within the
theorectical uncertainties.

The results of the differential b-quark production cross section as a function of the muon trans-
verse momentum and of the pseudorapidity are shown in Fig. 2 and summarized in Tables 1
and 2. The templates for the fraction fit are determined separately for each bin. While the prel

⊥
distributions are similar in all bins of muon pseudorapidity, a shift to higher prel

⊥ values is ob-
served in the bins corresponding to higher muon transverse momenta. The differential cross
section is calculated from

dσ(pp → b + X → µ + X�)
dx

����
bin i

=
Ni,data

b
L εi ∆xi ,

where x stands for the muon transverse momentum or the muon pseudorapidity, and ∆xi de-
notes the width of bin i. The number Ni,data

b of selected b events in data and the efficiency ε i are
determined separately for each bin. The integral of the differential cross section is consistent
with the cross section determined for the full sample.

6 Systematics
The systematic errors of this analysis are dominated by the description of the udsg background
and of the underlying event. The modeling of b-quark production, semileptonic b-hadron de-
cays, and the signal efficiency is better understood and has less impact on the systematic error.
Table 3 summarizes the systematic errors.
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The systematic errors of this analysis are dominated by the description of the udsg background
and of the underlying event. The modeling of b-quark production, semileptonic b-hadron de-
cays, and the signal efficiency is better understood and has less impact on the systematic error.
Table 3 summarizes the systematic errors.

(mF=mR=pT)

Measured visible cross section

MC@NLO: larger discrepancies at low pTµ and central region
Experimental uncertainties (15-20%) dominated by modeling of fake muons and underlying event

[CMS PAS BPH-10-007]
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B jets cross section
■ By tagging B jets we can extend the cross section measurement 

to large transverse momenta
◆ Exploit secondary vertex reconstruction with silicon pixel detector
◆ 50-60% tagging efficiency for pT=100 GeV with 0.1% background contamination

■ Different systematic uncertainties w.r.t. semi-leptonic decays
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Secondary Vertex High Purity
At least 3 tracks associated

3D flight distance significance cut
0.1% light quark contamination

at pT=100 GeV
[CMS PAS BTV-10-001]

Particle Flow objects
clustered

with anti-kT, R=-0.5
ETjet>20 GeV

|y|<2
[CMS PAS PFT-09-001]

B-hadron
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Figure 1: b-tagging efficiency in different rapidity bins.

3.2 b-tagged sample purity

The b-tagged sample purity is estimated using two complementary approaches. In the first

method, the invariant mass of the tracks associated to the secondary vertex, denoted secondary

vertex mass, is computed after the SSVHP selection. A fit to the secondary vertex mass distri-

bution is performed, taking the shapes for light, c and b jets from simulation and letting free

the relative normalisations for c and b jets, while fixing the small contribution from light jets to

the MC expectation (“template fit”). This fit allows for a robust estimate of the b-tagged sample

purity and constrains the mistag rate uncertainty from c jets. An example of the template fits is

shown in Fig. 2.
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Figure 2: Example of secondary vertex mass fits.

In the second method the b-tagging efficiency �b as well as the mistag rates for light flavor �l

Secondary vertex tagger
High purity 
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Cross section calculation
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2 3 b-tagging

Tight jet identification criteria [17] are applied to protect against poorly modeled sources of cal-
orimeter noise. The jet energies are corrected with estimates based on MC [17] for the absolute
scale and for the pT dependence, while data corrections [18] are used for the rapidity depen-
dence. The uncertainty of the JEC is estimated using photon+jet events with the jet in the barrel,
and with the dijet pT balance technique for jets in the end caps relative to the barrel [18]. These
uncertainty estimates are further corroborated by indirect observations using comparisons of
jet substructure between data and MC, the reconstruction of the π0 mass peak for ECAL scale,
and the measurement of the single pion response for relative tracker-HCAL scale using Particle
Flow objects [19].

The pT spectra from individual triggers are normalized using luminosity estimates [12] and
then combined into a continuous jet pT spectrum. Only one trigger is used per each pT bin, to
simplify the analysis. The raw pT spectra are unfolded using the ansatz method [20, 21], with
the jet pT resolution obtained from MC. The uncertainty of the jet pT resolution is estimated
using a comparison of dijet pT balance between data and MC [18].

3 b-tagging
The b jets are tagged using a secondary vertex high-purity tagger (SSVHP [11]). The secondary
vertex is fitted with at least three charged particle tracks. A selection on the reconstructed 3D
decay length significance is applied, corresponding to about 0.1% efficiency to tag light flavor
jets and 60% efficiency to tag b jets at pT = 100 GeV.

The b-tagging efficiency and the mistag rates from c-jet and light jet flavors are taken from the
MC simulation and constrained by a data/MC scale factor determined from data. This b-tag
efficiency measurement relies on semileptonic decays of b-hadrons, the kinematics of which
allow for discrimination between b and non-b jets. Fits to the distribution of the relative trans-
verse momentum of the muon with respect to the jet direction enable the extraction of the
flavour composition of the data, and ultimately the efficiency for tagging b jets. The mistag
rate from light flavor jets is constrained separately by a study using a negative-tag discrimina-
tor [11].

The production cross section for b jets is calculated as a double differential,

d2σb−jets

dpTdy
=

Ntagged fbCsmear

�jet�b∆pT∆yL , (1)

where Ntagged is the measured number of tagged jets per bin, ∆pT and ∆y are the bin widths in
pT and y, fb is the fraction of tagged jets containing a b-hadron, �b is the efficiency of tagging
b jets, �jet is the jet reconstruction efficiency and Csmear is the unfolding correction. The �jet,
�b and fb are all calculated from MC in bins of reconstructed pT and y, for consistency with
the data-based methods. The correction factor Csmear unfolds the measured pT back to particle
level using the ansatz method, used also for the inclusive jet cross section measurement and
described in [12].

3.1 b-tagging efficiency

The b-tagging efficiency with the selections used in this analysis is between 6% and 60% at
pT > 18 GeV and |y| < 2.0. The efficiency rises at higher pT as the b-hadron proper-time
increases. The efficiencies estimated from MC are shown in Fig. 1. To smoothen out statistical
fluctuations, the b-tagging efficiency in each rapidity bin is fitted versus pT, and the fit result is
used in the analysis.
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Figure 1: b-tagging efficiency in different rapidity bins.

3.2 b-tagged sample purity

The b-tagged sample purity is estimated using two complementary approaches. In the first

method, the invariant mass of the tracks associated to the secondary vertex, denoted secondary

vertex mass, is computed after the SSVHP selection. A fit to the secondary vertex mass distri-

bution is performed, taking the shapes for light, c and b jets from simulation and letting free

the relative normalisations for c and b jets, while fixing the small contribution from light jets to

the MC expectation (“template fit”). This fit allows for a robust estimate of the b-tagged sample

purity and constrains the mistag rate uncertainty from c jets. An example of the template fits is

shown in Fig. 2.
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Figure 2: Example of secondary vertex mass fits.
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Figure 4: The b-tagged sample purity obtained using fits to secondary vertex mass (left). The

b-tagged sample purity estimated using b-tagging efficiency and mistag rates from MC (right).

The b-tagging efficiency measurement relies on semimuonic decays of b-hadrons. The limiting

factors for this measurement are the limited number of SSVHP tagged jets containing a muon,

the uncertainty in the c- and light template shapes and the systematic uncertainty in generaliz-

ing the efficiency measured on semileptonically decaying b jets to all b jets. The obtained scale

factor is 0.98 ± 0.08(stat)± 0.18(syst) for jets with pT > 20 GeV and |y| < 2.4 [11].

The uncertainty on b-tagging efficiency arising from poorly known relative contributions of

flavor creation (FCR), flavor excitation (FEX) and gluon splitting (GS) has also been studied in

detail. The relative angle ∆R between the b-hadrons is strongly dependent on the production

mechanism. The b-hadrons produced by GS, in particular, tend to be close to each other in

∆R, which leads to a reduced efficiency of the SSVHP tagger. This uncertainty is estimated

by varying the relative contributions in MC within ±50%, constrained by studies of the ratio

between secondary vertex energy and b-jet energy, which is sensitive to the contributions of

FCR+FEX (large ratio) compared to GS (small ratio). The b-tagging efficiency as a function of

the ∆R distance between the b jets is shown in Fig. 5(left). The variation versus ∆R is observed

to be up to 25%, but combined with the maximal variations of the GS and FCR+FEX by ±50%

shown in Fig. 5(right) this uncertainty is found to be less than 2%.

The b-tagging efficiency uncertainty is dominated by the statistical uncertainty in the data-

driven method. The uncertainty is conservatively taken as the statistical uncertainty of 8% in

quadrature with the 18% systematic uncertainty and the 2% from the data/MC scale factor

of 0.98 that is not applied in this analysis, giving 20% as the total systematic uncertainty for

the b-tagging efficiency. It should be noted, however, that the robustness of the decay length

observable can degrade at pT > 200 GeV, which should be taken into account in future updates

of the analysis that start to probe this kinematic region. An additional 10% uncertainty at

pT > 200 GeV is taken into account for this, with the extra uncertainty log-linearly reduced to

0% at pT = 100 GeV.

The light quark mistag rate calculated by MC simulation has been validated on data by studies

using a negative-tag discriminator to within a systematic uncertainty of about 50% [11]. This

uncertainty has been directly propagated to the light quark mistag rate used in the present

Tagged sample purity fb 
from MC and fit to

secondary vertex mass
~73%

Tagging efficiency eb validated
with pt-rel

edata/eMC=0.98±0.08(stat)±0.18(syst)

Csmear = unfolding correction
[CMS PAS QCD-10-011]

Luminosity (L): 60 nb-1

[CMS PAS BPH-10-009]
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Results

■ Experimental uncertainties (~20%) 
dominated by b-tagging efficiency and jet 
energy scale

■ MC@NLO uncertainties dominated by scale 
variations (+40%,-25%) and b-quark mass 
(+17%,-14%)
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8 5 Conclusion

factorization and renormalization scales were set to µF = µR = pT. The inclusive b-jet predic-
tion is calculated with MC@NLO [27, 28] using the CTEQ6M PDF set and the nominal b-quark
mass of 4.75 GeV, giving a total b cross section of 238 µb. The parton shower is modeled using
Herwig 6.510 [29]. The results are compared to a NLO theory prediction (MC@NLO) and to the
Pythia MC (tune D6T [30]), and are found to be in good agreement with Pythia and in reason-
able agreement with MC@NLO. The NLO calculation is found to describe the overall fraction
of b jets at pT > 18 GeV and |y| < 2.0 well, but with significant shape differences in pT and y.

Fitting the measured ratio of data to Pythia in the phase space window 30 < pT < 150 GeV
and |y| < 2.0 to a constant, we obtain a global scale factor of 0.99 ± 0.02(stat) ± 0.21(syst),
where the systematic uncertainty is a weighted average over all the bins contributing to the
fit. The fit has χ2/NDF = 43.4/47. Repeating the same fit for the ratio between reconstructed
MC and generator-level MC results in a scale factor of 1.009 ± 0.005 with χ2/NDF = 246/46,
confirming good closure of the analysis chain. Finally, the NLO/MC global scale factor is
1.04 ± 0.05.

The total b cross section of 238 µb from the MC@NLO calculation has a sizable uncertainty
from the choice of renormalization scale between µR = 0.5 and µR = 2 (+40%, −25%), from
CTEQ PDF variations (+10%, −6%), and from the choice of b-quark mass between 4.5 GeV
and 5.0 GeV (+17%,−14%). The dominant scale uncertainty is overlaid as an uncertainty band
around the MC@NLO prediction in Figs. 7(b) and 8.
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Figure 7: Measured b-jet cross section compared to the MC@NLO calculation, overlaid (left)
and as a ratio (right). The Pythia prediction is also shown, for comparison.

5 Conclusion
We have measured the ratio of b-jet to inclusive jet production in pp collisions at

√
s = 7 TeV

center-of-mass energy for an integrated luminosity of 60 nb−1. We find an overall good agree-
ment between data and Pythia in the jet transverse momentum range 30 < pT < 150 GeV
and rapidity |y| < 2.0, within about 2% statistical uncertainty and 21% systematic uncertainty.
We also observe a reasonable agreement between the MC@NLO calculation and the measured
overall b-jet fraction, within the 21% systematic uncertainty, but observe significant shape dif-
ferences in pT and y.
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factorization and renormalization scales were set to µF = µR = pT. The inclusive b-jet predic-
tion is calculated with MC@NLO [27, 28] using the CTEQ6M PDF set and the nominal b-quark
mass of 4.75 GeV, giving a total b cross section of 238 µb. The parton shower is modeled using
Herwig 6.510 [29]. The results are compared to a NLO theory prediction (MC@NLO) and to the
Pythia MC (tune D6T [30]), and are found to be in good agreement with Pythia and in reason-
able agreement with MC@NLO. The NLO calculation is found to describe the overall fraction
of b jets at pT > 18 GeV and |y| < 2.0 well, but with significant shape differences in pT and y.
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and |y| < 2.0 to a constant, we obtain a global scale factor of 0.99 ± 0.02(stat) ± 0.21(syst),
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The total b cross section of 238 µb from the MC@NLO calculation has a sizable uncertainty
from the choice of renormalization scale between µR = 0.5 and µR = 2 (+40%, −25%), from
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5 Conclusion
We have measured the ratio of b-jet to inclusive jet production in pp collisions at

√
s = 7 TeV

center-of-mass energy for an integrated luminosity of 60 nb−1. We find an overall good agree-
ment between data and Pythia in the jet transverse momentum range 30 < pT < 150 GeV
and rapidity |y| < 2.0, within about 2% statistical uncertainty and 21% systematic uncertainty.
We also observe a reasonable agreement between the MC@NLO calculation and the measured
overall b-jet fraction, within the 21% systematic uncertainty, but observe significant shape dif-
ferences in pT and y.

Generally good agreement with Pythia above 
40 GeV
Shape differences with MC@NLO at large pT 
and forward region

CTEQ6M PDF
mb=4.75 GeV

[CMS PAS BPH-10-009]
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Ratio to inclusive jets

■ Jet energy corrections and 
luminosity systematic 
uncertainties cancel out

■ Pythia in perfect agreement in 
measured range

■ Indicates shape discrepancies 
with NLOJet++/MC@NLO ratio
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Figure 8: Measured b-jet cross section as a ratio to inclusive jet cross section. The NLO theory
and Pythia MC predictions are shown for comparison.

As part of the analysis, the b-tagged sample purity was estimated from data, using template fits
to the secondary vertex mass distribution, and the results were found to be in good agreement
with MC expectations, well within the 3% statistical uncertainty. This constrains the charm
mistag rate to within 20% of the MC expectation.

The b-tagging efficiency systematic uncertainties caused by the poorly known fractions of LO
and NLO production through flavor creation, flavor excitation and gluon splitting were found
to be less than 2% for a maximal±50% variation of the GS and FCR+FEX fractions, constrained
by studies of secondary vertex energy over b-jet energy.

The leading systematic uncertainties at pT > 30 GeV come from the b-jet energy scale relative
to inclusive jets (4–5%), from the data-based constraints on b-tagging efficiency (20%) and from
the mistag rate uncertainty for charm jets (3–4%) and for light flavor jets (≈ 1–10%).

Future improvements to the analysis can come from extending the pT range of the measure-
ment to higher pT, and from understanding the pT and y correlations of the systematics with
increased statistics for the data-driven measurements of purity and efficiency.
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Prospects
■ Analysis of  the entire 2010 data set on-going

◆ many results expected: 

● quarkonia production and polarizations in fine pt-y bins 
● χc and X(3872) production studies
● b/bbar correlated production to study production mechanisms
● B-hadron and B-meson production, like: B0→J/ψKS, Λb→J/ψΛ, Bc→J/ψπ
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Conclusions
■ Heavy flavour production at √s=7 TeV investigated with several 

techniques using data collected until Summer 2010 (up to 3 pb-1) 
◆ Quarkonia analyses allow first theory tests to be performed from 0  to ~30 GeV/

c.
● Statistical accuracy of  ~2%, but systematics ~12% limited by luminosity. 

Good agreement with theory models for prompt J/ψ production; prompt J/ψ 
production not so well described by models we used. 

◆ Exclusive B-hadrons reconstructed in J/ψ decay modes:
● BS→J/ψϕ, B±→J/ψK±

◆ Semi-leptonic decays into muons between 6 and 30 GeV/c:
● Statistical error 5-20% with 8 nb-1 and systematic error ~15-20%
● MC@NLO underestimates the cross section at low pt and central region

◆ Jet cross section with secondary vertex b-tagging between 18 and 300 GeV
● Statistical error ~2% with 60 nb-1 and systematic ~20%
● Reasonable agreement with MC@NLO 

■ The proton LHC run has delivered ~43 pb-1 data, which amounts to >1 
Million J/ψ and ~100,000 Y(1S) decays to dimuons, more analyses in the 
pipeline
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■ LO:
◆ Flavour creation

■ Large NLO contributions:
◆ Flavour Excitation
◆ Gluon splitting

■ Test benchmark for perturbative QCD, 
MC tools and detector performance
◆ Long standing problems with lower energy data 

resolved 
◆ Measurements could have smaller errors than 

NLO QCD predictions currently available
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Giulia Zanderighi ! Inclusive b-jet production: what to measure? /26

NLO decomposition of b-jet spectrum

6

��LO (FCR) nearly always smaller than NLO channels (GSP,FEX)

 ⇒ large K-factors and uncertainties both with MCFM and MC@NLO 

Why are higher order channels so large?

FCR

2 to 3 processes dominant at the LHC!
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5.2
Inclusive

J/ψ
cross

section
results

9

Table 3: Differential inclusive cross sections and average pT in the bin, for each prompt J/ψ polarization scenario considered: unpolarized

(λθ = 0), full longitudinal polarization (λθ = −1) and full transverse polarization (λθ = +1) in the Collins-Soper (CS) or the helicity (HX)

frames [7]. For the unpolarized case, the first error is statistical and the second is systematic; for the others the total error is given.

p
J/ψ
T

�p
J/ψ
T

� d
2σ

dpTdy
· BR(J/ψ → µ+µ−) (nb/ GeV/c)

( GeV/c) ( GeV/c) λθ = 0 λCS

θ = −1 λCS

θ = +1 λHX

θ = −1 λHX

θ = +1

|y| < 1.2

6.50 − 8.00 7.29 7.63 ± 0.30 ± 0.97 9.28 ± 1.20 6.99 ± 0.91 5.70 ± 0.74 9.14 ± 1.20

8.00 − 10.00 8.91 3.23 ± 0.11 ± 0.38 3.81 ± 0.47 3.00 ± 0.37 2.45 ± 0.30 3.85 ± 0.48

10.00 − 12.00 10.90 1.18 ± 0.05 ± 0.14 1.35 ± 0.17 1.10 ± 0.14 0.93 ± 0.12 1.37 ± 0.17

12.00 − 30.00 15.73 0.116 ± 0.005 ± 0.013 0.130 ± 0.016 0.110 ± 0.013 0.096 ± 0.012 0.129 ± 0.016

1.2 < |y| < 1.6

2.00 − 3.50 2.73 68.8 ± 6.3 ± 13.0 50.4 ± 9.9 84.6 ± 19.0 50.5 ± 9.9 84.5 ± 19.0

3.50 − 4.50 4.02 46.1 ± 2.7 ± 6.5 37.3 ± 5.7 52.8 ± 8.4 33.9 ± 5.2 56.4 ± 8.8

4.50 − 5.50 5.03 28.6 ± 1.3 ± 3.9 28.2 ± 4.1 28.7 ± 4.1 20.8 ± 3.0 35.0 ± 5.0

5.50 − 6.50 5.96 16.5 ± 0.8 ± 2.0 17.8 ± 2.3 16.0 ± 2.0 12.3 ± 1.6 20.1 ± 2.6

6.50 − 8.00 7.20 7.64 ± 0.30 ± 0.87 8.71 ± 1.10 7.19 ± 0.87 5.80 ± 0.71 9.19 ± 1.10

8.00 − 10.00 8.81 2.76 ± 0.14 ± 0.32 3.11 ± 0.39 2.62 ± 0.33 2.18 ± 0.27 3.24 ± 0.41

10.00 − 30.00 12.99 0.182 ± 0.010 ± 0.021 0.204 ± 0.026 0.173 ± 0.022 0.151 ± 0.019 0.202 ± 0.026

1.6 < |y| < 2.4

0.00 − 0.50 0.32 36.8 ± 2.2 ± 6.0 26.1 ± 4.5 46.5 ± 8.0 26.3 ± 4.5 45.6 ± 7.8

0.50 − 0.75 0.63 83.2 ± 4.5 ± 15.3 59.5 ± 11.3 105.1 ± 19.9 60.4 ± 11.6 103.2 ± 19.3

0.75 − 1.00 0.88 102.3 ± 5.0 ± 16.9 72.8 ± 13.3 128.9 ± 23.7 75.1 ± 13.4 125.0 ± 22.8

1.00 − 1.25 1.13 121.9 ± 5.3 ± 21.1 87.1 ± 14.8 152.4 ± 27.1 91.11 ± 18.2 146.2 ± 25.6

1.25 − 1.50 1.37 127.7 ± 5.6 ± 21.6 91.1 ± 15.6 160.1 ± 29.3 96.2 ± 17.7 152.9 ± 28.4

1.50 − 1.75 1.62 132.5 ± 5.3 ± 21.9 94.7 ± 15.8 165.9 ± 27.7 101.3 ± 16 157.8 ± 25.4

1.75 − 2.00 1.87 121.9 ± 6.2 ± 17.9 87.4 ± 13.6 152.1 ± 24.7 93.6 ± 14.9 143.9 ± 23.1

2.00 − 2.25 2.12 125.2 ± 6.1 ± 18.7 89.8 ± 13.9 156.3 ± 24.7 97.1 ± 14.9 147.3 ± 23.6

2.25 − 2.50 2.37 96.3 ± 4.2 ± 14.1 69.0 ± 10.2 120.5 ± 18.1 74.3 ± 11 114 ± 16.8

2.50 − 2.75 2.63 96.4 ± 7.7 ± 13.0 69.8 ± 11.1 119.3 ± 18.6 74.8 ± 11.8 113.2 ± 18.1

2.75 − 3.00 2.87 77.9 ± 3.7 ± 10.7 56.3 ± 8.0 96.4 ± 13.9 60.3 ± 8.5 91.6 ± 13.1

3.00 − 3.25 3.12 73.7 ± 3.5 ± 10.0 53.8 ± 7.7 91.2 ± 13.0 57.6 ± 8.3 86.5 ± 13.0

3.25 − 3.50 3.37 66.7 ± 3.2 ± 8.8 48.5 ± 6.9 82.8 ± 12.0 52.1 ± 7.3 78.3 ± 11.0

3.50 − 4.00 3.74 49.6 ± 1.7 ± 7.1 37.0 ± 5.5 60.6 ± 9.0 39.0 ± 5.8 58.3 ± 8.6

4.00 − 4.50 4.24 39.7 ± 1.4 ± 5.0 30.0 ± 4.0 47.3 ± 6.3 31.4 ± 4.2 46.0 ± 6.1

4.50 − 5.50 4.96 24.5 ± 0.7 ± 3.3 19.3 ± 2.6 28.7 ± 4.0 19.6 ± 2.7 28.2 ± 3.9

5.50 − 6.50 5.97 12.6 ± 0.4 ± 1.7 10.8 ± 1.4 14.0 ± 1.9 10.3 ± 1.4 14.3 ± 1.9

6.50 − 8.00 7.17 6.20 ± 0.24 ± 0.74 5.70 ± 0.72 6.61 ± 0.84 5.13 ± 0.65 6.94 ± 0.88

8.00 − 10.00 8.84 2.41 ± 0.11 ± 0.28 2.41 ± 0.31 2.44 ± 0.31 2.04 ± 0.26 2.64 ± 0.34

10.00 − 30.00 13.06 0.149 ± 0.008 ± 0.019 0.155 ± 0.021 0.148 ± 0.021 0.132 ± 0.019 0.161 ± 0.023
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Table 6: Differential prompt J/ψ cross sections for each polarization scenario considered: un-
polarized (λθ = 0), full longitudinal polarization (λθ = −1) and full transverse polarization
(λθ = +1) in the Collins-Soper (CS) or the Helicity (HX) frames [7]. For the unpolarized case,
the first error is statistical and the second is systematic; for the others the total error is given.

pT BR(J/ψ → µ+µ−) · d
2σprompt
dpTdy

(nb/ GeV/c)
( GeV/c) λθ = 0 λCS

θ = −1 λCS

θ = +1 λHX

θ = −1 λHX

θ = +1
|y| < 1.2

6.5 − 10.0 3.76 ± 0.13 ± 0.47 4.63 ± 0.60 3.45 ± 0.45 2.63 ± 0.34 4.79 ± 0.62
10.0 − 30.0 0.134 ± 0.033 ± 0.016 0.161 ± 0.044 0.123 ± 0.033 0.099 ± 0.026 0.164 ± 0.045

1.2 < |y| < 1.6
2.0 − 4.5 50.6 ± 3.6 ± 8.4 36.4 ± 6.5 63.6 ± 11.6 36.3 ± 6.5 63.1 ± 11.4
4.5 − 6.5 18.4 ± 0.7 ± 2.4 17.3 ± 2.3 19.1 ± 2.6 13.3 ± 1.8 22.7 ± 3.1
6.5 − 10.0 3.85 ± 0.15 ± 0.44 4.11 ± 0.49 3.74 ± 0.45 2.87 ± 0.34 4.67 ± 0.56
10.0 − 30.0 0.116 ± 0.009 ± 0.014 0.127 ± 0.018 0.111 ± 0.015 0.093 ± 0.013 0.133 ± 0.019

1.6 < |y| < 2.4
0.00 − 1.25 71.9 ± 2.4 ± 11.2 49.7 ± 7.9 92.5 ± 14.7 51.0 ± 8.1 90.3 ± 14.3
1.25 − 2.00 116.2 ± 3.5 ± 16.8 80.8 ± 11.9 149.1 ± 22.0 86.7 ± 12.8 140.7 ± 20.8
2.00 − 2.75 93.7 ± 3.4 ± 12.4 65.8 ± 9.1 118.8 ± 16.3 72.7 ± 10.0 110.3 ± 15.2
2.75 − 3.50 62.6 ± 2.0 ± 7.9 44.5 ± 5.7 78.8 ± 10.2 49.1 ± 6.4 72.7 ± 9.5
3.50 − 4.50 37.4 ± 1.1 ± 4.9 27.4 ± 3.7 45.7 ± 6.2 29.9 ± 4.1 42.8 ± 5.8
4.50 − 6.50 15.2 ± 0.4 ± 2.0 11.9 ± 1.6 18.0 ± 2.4 12.6 ± 1.7 17.1 ± 2.3
6.50 − 10.00 3.08 ± 0.11 ± 0.37 2.79 ± 0.35 3.36 ± 0.42 2.64 ± 0.33 3.37 ± 0.42
10.00 − 30.00 0.093 ± 0.007 ± 0.012 0.092 ± 0.014 0.096 ± 0.014 0.082 ± 0.012 0.100 ± 0.015

production scenario, has been obtained by integrating the differential cross section over pT
between 6.5 and 30 GeV/c and over rapidity between −2.4 and 2.4,

BR(J/ψ → µ+µ−) · σ(pp → prompt J/ψ) = 70.9 ± 2.1 ± 3.0 ± 7.8 nb , (12)

where the three uncertainties are statistical, systematic and due to the measurement of the
integrated luminosity, respectively. Similarly, the cross section of non-prompt J/ψ mesons from
b-hadron decays, times BR(J/ψ → µ+µ−), is

BR(J/ψ → µ+µ−) · σ(pp → bX → J/ψX) = 26.0 ± 1.4 ± 1.6 ± 2.9 nb . (13)

The sum of these two cross sections differs slightly from the inclusive value, which was deter-
mined assuming a b fraction taken from Monte Carlo expectations.

7 Comparison with theoretical calculations
The prompt J/ψ differential production cross sections, in the rapidity ranges considered in the
analysis, as summarized in Table 6, were compared with calculations made with the Pythia [16]
and CASCADE [33, 34] event generators, as well as with the Color Evaporation Model (CEM) [35–
39]. These calculations include the contributions to the prompt J/ψ yield due to feed-down
decays from heavier charmonium states (χc and ψ(2S)) and can, therefore, be directly com-
pared to the measured data points, as shown in Fig. 6. In contrast, it is not possible to compare
our measurement with the predictions of models such as the Color-Singlet Model (including
higher-order corrections) [40–43] or the LO NRQCD model (which includes singlet and octet
components) [44, 45], because they are only available for the direct J/ψ production component,
while the measurements include a significant contribution from feed-down decays, of the order
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Table 7: Differential non-prompt J/ψ cross section times the J/ψ branching ratio to dimuons,
assuming the polarization measured by the BaBar experiment [28] at the Υ(4S). The first uncer-
tainty is statistical and the second is systematic.

pJ/ψ
T BR(J/ψ → µ+µ−) · d2σnon−prompt

dpTdy
( GeV/c) (nb/ GeV/c)

|y| < 1.2
6.5 − 10.0 1.30 ± 0.08 ± 0.19
10.0 − 30.0 0.087 ± 0.024 ± 0.010

1.2 < |y| < 1.6
2.0 − 4.5 8.67 ± 1.36 ± 2.71
4.5 − 6.5 4.04 ± 0.41 ± 0.79
6.5 − 10.0 0.98 ± 0.09 ± 0.11
10.0 − 30.0 0.065 ± 0.007 ± 0.008

1.6 < |y| < 2.4
0.00 − 1.25 4.31 ± 1.59 ± 3.54
1.25 − 2.00 11.0 ± 1.8 ± 4.2
2.00 − 2.75 11.9 ± 1.4 ± 3.4
2.75 − 3.50 10.1 ± 1.1 ± 1.6
3.50 − 4.50 7.19 ± 0.65 ± 1.25
4.50 − 6.50 3.28 ± 0.24 ± 0.53
6.50 − 10.00 0.95 ± 0.07 ± 0.13
10.00 − 30.00 0.055 ± 0.005 ± 0.007

of 30% [46, 47]. At forward rapidity and low pT the calculations underestimate the measured
yield.

The non-prompt J/ψ differential production cross sections, as summarized in Table 7, have been
compared with calculations made with the Pythia and CASCADE Monte Carlo generators, and
in the FONLL framework [10]. The measured results are presented in Fig. 7 and show a good
agreement with the calculations.

8 Conclusions
We have presented the first measurement of the J/ψ production cross section in pp collisions
at

√
s = 7 TeV, based on 314 nb−1 of integrated luminosity collected by the CMS experiment

during the first months of LHC operation.

The pT differential J/ψ production cross section, in the dimuon decay channel, has been mea-
sured in three rapidity ranges, starting at zero pT for 1.6 < |y| < 2.4, at 2 GeV/c for 1.2 < |y| <
1.6, and at 6.5 GeV/c for |y| < 1.2. The measured total cross section for prompt J/ψ production
in the unpolarized scenario, in the dimuon decay channel, is

σ(pp → J/ψ + X) · BR(J/ψ → µ+µ−) = 70.9 ± 2.1(stat) ± 3.0(syst) ± 7.8(luminosity) nb ,

for transverse momenta between 6.5 and 30 GeV/c and in the rapidity range |y| < 2.4. Aside
from the luminosity contribution, the systematic uncertainty is dominated by the statistical
precision of the muon efficiency determination from data.

The measured total cross section times BR(J/ψ → µ+µ−) for J/ψ production due to b-hadron


